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ABSTRACT

The Multi-access Edge Computing (MEC) paradigm offers cloud-
computing support to rich media applications, including Dynamic
Adaptive Streaming over HTTP (DASH)-based ones at the edge of
the network, close to mobile users. MEC servers, typically deployed
at base stations (BS), help reduce latency and improve quality of
experience (QoE) of video streaming. Unfortunately the communi-
cations involving mobile users require handovers between BSs and
these influence both transmission efficiency because of the relative
position of the MEC servers and transit cost. At the same time, serv-
ing MEC for a mobile user should not necessarily be changed when
handover occurs. This paper introduces QoE Ready to Respond
(QoE-R2R), a QoE-aware MEC Selection scheme for DASH-based
mobile adaptive video streaming for optimizing video transmis-
sion in a MEC-supported network environment. Simulation-based
testing shows that the proposed (QoE-R2R) scheme outperforms
some traditional alternative solutions. Compared to hit rate and
delay-based schemes, QoE-R2R reduces by 27.6% transmission time
and improves with 6.2% QoE.
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1 INTRODUCTION

The latest rapid increase in the number of smart mobile device
users and large diversity of video services put under pressure video
transmissions at high quality. Fuelled by this large number of video
transmissions, the global video streaming market is expected to
reach USD 184.2 billion by 2027 [22]. However, supporting high
viewer quality of experience (QoE) for these video services is very
challenging and therefore there is a need for optimization of content
delivery. 5G network solutions already support video transmissions
with large bandwidth requirements, but the latest use cases which
include ultra-high definition (UHD) videos, virtual/augmented re-
ality (VR/AR) and interactive/panoramic live videos require addi-
tional support. Solutions employ Dynamic Adaptive Streaming over
HTTP (DASH)-based adaptation, which enables dynamic adjust-
ment of the video content to suit network delivery conditions and
Multi-access Edge Computing (MEC), which brings computation
capabilities to the network edge and therefore closer to users.

Unfortunately, the existing solutions do not fully solve the prob-
lems, especially related to mobility, mostly due to the need for
handover (HO) between base stations (BS) and lack of considera-
tion of MEC states. Some of these aspects are discussed next. First,
the expected capacity gain offered by 5G network densification
is achieved at the expense of increased HO rates. This may affect
network operation and degrade user QoE. Flexible HO methods
for different applications may be needed [13, 25]. For example, a
dense deployment of BSs may cause a ping-pong effect during han-
dover. Although some research [12, 21] focused on overcoming the
ping-pong effect, they did not find a solution for sequential and
chunk-based DASH videos or consideration of MEC cache states.
Secondly, the use of MEC brings content closer to mobile users, but
it also introduces the problem of MEC selection [11]. The serving
MEC may not be the one deployed on the serving BS. The handover
will make the user communicate with a target BS, but it will not
bring the connection to a neighbor MEC. Therefore, the content
providers or network operators need to find an appropriate MEC
for each mobile user. There is a need for a MEC selection process
which has to be performed in a timely fashion, in order to support
high service quality.
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In this context, a novel MEC selection scheme is designed which
considers HO execution and edge cache states in order to achieve
high QoE for DASH-based adaptive video services. The scheme
is named QoE Ready to Respond (QoE-R2R). QoE-R2 considers
that the response efficiency is the best when the selected MEC is
mounted on the serving BS. It is also assumed that MEC caches
the requested content. We design hit rate and delay based methods
for MEC selection and find that hit rate and delay may not be the
most important metrics. Then a QoE-aware method is proposed to
directly optimize QoE. So the proposed policies are executed based
on cache hit, delay and QoE with the goal of utilizing the cached
content in the MEC mounted on the serving BS as much as possible.

The core of mobile network, i.e., Evolved Packet Core (EPC) or
5G Core (5GC) includes the function of mobility management. To be
compatible with MEC selection, the mobility management should
try its best to avoid triggering HO events before finishing delivering
a video chunk. This is as DASH is chunk-based and the playback of
a given chunk cannot begin until the download of the entire chunk
is finished. If the HO is triggered during the download, the HO delay
will influence the playback of the chunk. Besides, the MEC cache
is updated according to the requests received by the BS instead of
the MEC itself. This is as the ideal result of the proposed scheme
is to make the MEC cache host of the most frequently-requested
content for the users served by its BS. Then, by employing the
proposed scheme, the user can be served by the MEC mounted on
the serving BS in the near future. The proposed solution enables
to finish delivering a whole video chunk before executing HO and
utilize the MEC mounted on the serving BS as much as possible.

The following are the contributions of this paper.

o It investigates user request and MEC response pattern and
formulates the response problem in the context of a MEC-
based edge framework for DASH-based video delivery.

e A new QoE-aware MEC selection scheme (QoE-R2R) which
considers user request-motivated HO decision and edge
cache states is designed and described.

e The paper validates the proposed scheme using simulations,
showing how QoE-R2R outperforms existing solutions in
terms of responsiveness and estimated user QoE.

The proposed scheme QoE-R2R was implemented and tested in
the discrete-event network simulator NS-3 [18]. The experiments
are performed in two major scenarios, involving a single user and
multiple users, respectively. The former one tests the user’s request
mode and the server’s response pattern. The latter one confirms
that the QoE-aware selection method takes effect and outperforms
the other approaches in terms of transmission duration and QoE.

This paper is organized as follows. Related works are discussed
in Section 2. The network model is introduced in Section 3. The
proposed MEC selection method is presented in Section 4. In Section
5 includes simulations-based testing and results. Section 6 concludes

the paper.

2 RELATED WORKS

DASH video streaming accounts for a large part of traffic in mo-
bile networks. DASH viewers request video content dynamically,
chunk by chunk according to network capacity. Various researchers

perform research which focuses on client-side Adaptive Bit Rate al-
gorithms (ABR) [14, 26] and edge-side optimization like transcoding
[24], super-resolution [27] and prefetching [8]. Highly relevant to
this paper, next we discuss some research works on server selection
and handover in a mobile video delivery context.

2.1 Server Selection

Various server selection schemes, including remote-side and edge-
based ones are proposed [4, 16, 29]. The authors of [30] introduce a
Multi-user Edge server Selection method based on Particle swarm
optimization (MESP). The MESP method selects a mobile edge
server in advance of its use within a polynomial time. An edge
server selection method based on a genetic algorithm and a simu-
lated annealing algorithm is devised in [31], which minimizes the
overhead of the user. The authors of [29] proposed a new server-
selection policy for multiple servers based on the defined unified
cost metric. This policy takes the network, latency, and media dis-
tortion into account. Some learning-based methods are proposed
in [10, 28] for the MEC server selection and focus on computation
offloading. Although these methods are intelligent, they are not
dedicated to DASH streaming and lack consideration of MEC states.

Related to DASH-based video streaming, sequential and chunk-
based characteristics may be important for MEC selection. As a key
metric, QoE should also be considered in the MEC selection process.
With MEC servers deployed at BSs, content providers or network
operators should find a proper MEC to serve user equipments (UE),
which should take into consideration multiple edge-related infor-
mation e.g., cache state, workload and link capacity.

2.2 Handover

The traditional handover algorithms in Long Term Evolution (LTE)
are mainly based on signal strength, i.e., Reference Signal Receiv-
ing Quality (RSRQ) and Reference Signal Receiving Power (RSRP).
Apart from signal strength, different other metrics could be consid-
ered in HO such as throughput and SINR, which may depend on
precise prediction. To overcome the ping-pong effect during the
traditional signal-based handover, Leu et al. introduce a class of fast
handover algorithms that removes only the fast fading component
from the received signal strength [12]. It is helpful to reduce the im-
pact of corner effects. The handover algorithm introduced by [21]
employs local averaging, a drop timer, and hysteresis to eliminate
ping-pong. Based on the popular machine learning, there are some
works which optimize HO by using learning methods. Colin et al.
[7] execute threshold selection for handover parameters in accor-
dance with the reward configuration from throughput. The HO is
optimized by solving the contextual bandit problems. Alkhateeb
et al. [3] predict channel blockage to assure reliability and reduce
latency, which avoids the sudden blockage of the line-of-sight link.
However, none of these works addresses the DASH-based video
delivery supported by MEC, while also considering the user and
edge states. Therefore, there is a need to consider both the features
of DASH video streaming and MEC paradigm in our work.
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3 SYSTEM MODEL

3.1 Architecture

Fig. 1 illustrates a simplified 5G network architecture [1], in which
each UE accesses the cellular network via a nearby BS. In order
to address the issues related to high traffic load in the backhaul
paths, content localization is employed. Therefore, the content is
brought closer to its consumers by deploying MECs. Assuming
cooperation between content providers and network operators,
each BS may have associated a MEC server to cache videos and
provide better viewing service for end users. MEC servers can be
flexibly deployed in different locations (i.e., from the local BS to
EPC/5GC). EPC/5GC refers to the core of mobile network 4G/5G,
acting as a traffic administrator for mobile users. As the connection
anchor between 5G network and MEC, all core network data must
be forwarded by the User Plane Function (UPF) [2] before flowing
to the external network.

Fig. 2 presents the major system components of the proposed
solution. These components include the Request Handler, MEC Selec-
tion module and Cache Manager - deployed at the level of MEC and
Handover Mechanism (HO) module and Radio Network Information
Service (RNIS) module, located at the level of EPC/5GC. When a UE
requests a video chunk, the Request Handler block is responsible
to resolve the request and provide related information to HO and

Table 1: Summary of mathematical symbols

Symbols [ Definition

B; b; € By, i =1, ..., n, the accessible BSs for U,
S s; €8S,i=1,...,n, the available MEC video server for U,
Ue the current user equipment

D(Ug, b;, t) |the distance between U, and b; at the moment ¢

w(t, b;) |the workload of b; at the moment ¢

w’(t, sj)  |the workload of s; at the moment ¢

GA(Ue, bj, t)|the channel gain between U, and b; at the moment ¢

PW(b;) |the transmission power of b;

R(Ue, bj, t) |the transmission rate from b; to U, at the moment ¢

R(sy, s+, t) |the transmission rate between s, and s, at the moment ¢

Np,; the neighbor BS set of b;

Ns; the nearby MEC set of s;

vk the kth chunk of the video V' with the representation m
fio the number of requests for o per minute from U, to BS b;

MEC Selection modules. The information provided includes the ID
of the requested content and UE state data (e.g., buffer occupancy).
RNIS also assists the HO module with periodical reports about the
available BSs and their signal strengths. HO module makes HO de-
cisions in accordance with the information provided by the Request
Handler and RNIS. If a HO is triggered, MEC Selection module is in
charge with selecting an appropriate MEC for responding to the
user. Cache Manager module acts as the decision-maker for content
placement/replacement and retrieves content to be sent back to the
user. It takes into account content popularity and storage space for
cache placement/replacement. Cache Manager also provides cache
state data to the MEC Selection module after cache replacement.

3.2 Rate Definitions for Different
Transmission Situations

Table. 1 lists the mathematical symbols used in this paper. Figure. 3
illustrates the mobile data transmission process from origin to UE,
which assumes MECs deployed at BSs. With deployment of MECs,
the UE may be in two states. State 1 considers that the serving MEC
is mounted on the serving BS as illustrated in Figure. 3. In such a
situation, the MEC responds to the UE directly, as shown in case (a)
or avails from the support of a nearby MEC as pictured in case (b).
If there is no MEC caching the requested content, the content will
be fetched from the origin server, as indicated in case (c). State 2
considers that the serving MEC is not mounted on the serving BS. In
this situation, there are also three cases (d), (e) and (f), depending
on whether the content is located at the serving MEC, at a nearby
MEC or at the origin server. Case (g) which indicates that there is
no MEC service is out of the scope of this work. The transmission
rates in different situations are detailed as follows.

Rate from BS to UE: We define the base station set B(t) = {b;}
as containing the accessible BSs for U,. At moment ¢, the distance
between U, and b; is D(t, Ue, b;). The workload of b; is defined as
w(t, b;) and we assume the available bandwidth between U, and b;
is R[t, D(t, U, b;), w(t, b;)]. In this context, the transmission rate
from b; to Uy is related to distance and BS workload. To better
illustrate the available bandwidth in a cellular network scenario,
R[t, D(t, U, b;), w(t, b;)] should be modified as R(Ue, b;, t) which
is actually pertinent to transmission power and channel gain. We
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can use typical values of transmission power introduced in [23],
e.g., PW(b;) = 20W. Here, the channel gain between U, and b; at
moment ¢ can be modeled as GA(Ug, b;, t). Different BSs may have
different propagation and loss values [15, 19]. The channel gain in
[5] is defined as follows:

GA(Ue, biy t)

=40-(1-4Xx 1073 X HT) - logio[D(t, Ue, b;)] (1)

— 18 - log1o(HT) + 21 - log1o(FR) + 80 + F D

where HT, ¥R and FD are antenna height in meters, carrier
frequency in MHz and shadowing channel fading in dB, respectively.
We define noise power as 2. The Signal to Interference plus Noise
Ratio (SINR) can be computed as follows:

GA(Ue, bi, t) - PW(b;)
o2

SINR(Ue, bi, t) = @

According to the Shannon formula, the instantaneous transmission
rate from b; to U is given by:

R(Ue, bi, t) = BW(Ue, bi, t) - loga[1 + SINR(Ue, bi, )] (3)

where U, associated with b; is allocated a fraction of bandwidth
BW(Ug, bj, t) that in general is a fixed value. BW (Ug, b;, t) is chan-
nel bandwidth referring to the frequency range (Hz) in which the
signal can be transmitted with appropriate fidelity. It is channel
inherent and it is not related to the signal carried.

Rate from MEC to MEC: We define the MEC set S = {s;} as
the available MEC video servers for U. The workload of s; in-
fluences the transmission rate between these MECs because the
links carry traffic. We define the workload as w’(t, sj). The trans-
mission rate between two MEC servers s, and s,» at moment ¢ is
R(W'(t,sr),w'(t,s17)) © R(sy, sy, t).

3.3 Transmission Formulation

Due to user mobility, it is difficult for a user to download the whole
video within the coverage of a single BS, especially when the user
is at high speed or the size of file is large. Note that the content
may be retrieved from the serving MEC, a neighboring MEC or
the origin server. Therefore, the transmission formulation is based
on video chunks, according to the chunk-based characteristics of
DASH video transmissions.
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Figure 4: Handover process

We assume that U, is currently attached to BS a(t) € B(t) and
served by MEC c(t) € S. Note that MEC ¢(¢) may not be mounted
on BS a(t) due to BS-MEC asynchronization. Assume U, current
requested video chunk is V,’,‘, of size SIZ(V,’;,). Here, R(Ue, a(t), t) is
simply mapped to R(Ue, a(k), k) to represent the average through-
put during transmission of the k‘# chunk. The transmission time
for sending V,’fl from the MEC server mounted on a(t) to U, is
expressed as:

SIZ(VK)
R[Ue ’ a(t)’ t]

SIZ(VK)

A

Ta(t)—)Ue (Vrlfz) —

However, during sending of chunk V,I,“l, a(k) may not be invariant
due to handovers. Here we assume that the BS tries not to handover
until finishes sending a video chunk. This problem will be discussed
and solved later.

When the U, requested chunk is not cached at c(t), the request
will be forwarded to a nearby MEC s, € N,(;) € S. First, N, is
defined as the neighbor BS set of b;. Similarly, the set of neighbor
BSs of a(t) is Ny(s)- Finally, N is the set of nearby MECs of c(t).
The MEC(s) in N(;) with the requested content is(are) mounted on
the nearby BSs that are not exactly Ny ;). The transmission time
between s, and c(t) is denoted as Tsrﬁc(t)(V,’fl) when delivering
VK and is given as follows.

TsrA)C(t)(Vr])Cl) — SIZ(V,];) — SIZ(Vr]rcl) (5)
Rlc(t), sy, t]  R[c(k),sr, k]
where R[c(k), s, k] is link capacity between c(k) and s;.

When there is no MEC caching the requested content, c(t) for-
wards the request to the origin server through the backhaul path.
We define 7¢()0S a5 the transmission time between c(t) and the
origin server, which is given by:

(05 etk = _SIZ0m) _ SIZ(Vm) ©
Rlc(t),0S,t]  R[c(k),OS, k]
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where R[c(k), OS, k] is the capacity of backhaul path when trans-
mitting the kth chunk.

If ¢(¢) is not mounted on a(t), there will be the delay from
the serving MEC to the BS access point. We define this time as
Tc(t)_’“(t)(V,]fl). Besides, if there is no MEC service, there will be
the transmission delay between the serving BS and the origin server
which is defined as 79574(!)_So the total delay in sending back
the requested video chunk to the client is given by:

Troral(Ue, VE) =080 2Ve(vk) 4 gy reI=alb) (k)

+ oS PRV RY 4 gy 705 vy (7)

+ ayr 0SB (vk)

In the formula above, a1, a2, a3, a4 are factors which indicate whether
the corresponding transmission time exists or not, respectively.

4 QOE-R2R DESIGN

4.1 Cache-based HO Control for MEC selection

Before diving into the details of the MEC selection and its related
HO-based trigger mechanism, we first illustrate the handover pro-
cess in a 5G context in Fig. 4. In such a 5G scenario, when the Access
and Mobility Management Function (AMF) receives a session estab-
lishment request from the UE, it will communicate with the Session
Management Function (SMF) to finish session establishment. With
the UPF (mentioned in Section 3.1), SMF is able to manage session
context while transmitting data. Meanwhile, AMF is responsible
to provide mobility control for UEs. The UE periodically submits
measurement reports, e.g., RSRP and RSRQ, to the serving BS for
HO decisions. Before the handover is triggered, the serving and
target BSs make mutual confirmations first. Then UE synchronizes
to the new BS. After the HO execution, the target BS finishes the
path switch with AMF and UPF.

To be compatible with the MEC selection, the concrete HO prin-
ciple is to try best to let the serving MEC be with the serving BS
like case (a) in Fig. 3. That is, if the serving MEC is mounted on
the serving BS and it caches the requested content, the HO should
be triggered late. Otherwise, the HO decision should be made in
advance in case of missing the MEC selection. To better illustrate
the HO principle, Fig. 5 and Fig. 6 show the HO details. In Fig. 5a,
the serving BS for U, is b;. We assume that the MEC in by caches
V11 while that in by caches Vlz. If the user requests V1 the handover
should be triggered as late as possible to avoid the unnecessary
cost. Apart from the nearly 2s delay from the control plane [2],
frequent handovers cause the overhead of context maintenance.
Besides, it is likely that the MEC in by will be the optimal one for the
next chunk(s). If the current chunk Vl1 is not delivered completely

by the MEC in by, it will cause the transit cost of rsroe(t) (),

However, if the user requests Vl2 that is not cached in s; as
in Fig. 6a, the HO decision should be made as soon as possible.
Because the MEC selection is triggered by the HO execution. For
example, if the target BS is by, the MEC sy may be the optimal one
due to its cached content. Even though the UE moves backwards
and is handed over to b3, the transmission efficiency will not be
damaged. Because the response mode is similar to that before HO
like the case () in Fig. 3. Similarly, if the serving MEC caches the
requested content Vl2 but is not mounted on the serving BS like
Fig. 5b, handover decision should also be made as soon as possible.
When the target BS is by, the response mode will change to the
case (a) in Fig. 3, which is optimal. Even though the target BS is bs,
without considering the origin server, the transmission mode will
be similar to that before HO like the case (d) in Fig. 3.

As Fig. 6b shows, when the UE served by b; requests V13 and its
serving MEC is s3, the HO should be triggered as soon as possible.
Because the serving MEC s does not cache V13. If the UE is handed



Algorithm 1 Hit Rate-based MEC Selection Algorithm

Inputs: k, U, V,,I,‘l, a(k + 1), c(k), S, HO(Ue), SCK,
Cssa(k+l)(vk+l—>k+807(), cS (Vk+l—>k+SC'K)'

Outputs: c(k +1 — k + SCK).

1 SVR*(Ue, Vk+1%k+SC‘7() =-1;

2. if k == 0 then

3, SrVR*(Ue7Vk+1—>k+SC7() = Sa(0);

4: else
5. if HO(Ue) == 1 then
6 if Cssa(kﬂ)(vk+l—>k+SC‘K) == SCK

& c(k) # s4(k+1) then

S€S\Sq(k+1)

7. SVR*(U,, Vk+1%k+SC‘7() = Sa(k+1)}
8 else if CS;, ., (VFT12k+SCK) == SCKC
& c(k) == s4(k+1) then

o SVR*(U,, Vk+1ﬂk+SC‘7() = c(k);

10: else

11: for s € S\sq(k+1) do

12: if CS(VE+12k+SCKy —= Scx¢
& c(k) == s then

13: SVR* (U, VEH12k+SCKY = (k)

14: break;

15: else if CSy(VFH1k+SCKY —— SoK
& c(k) # s then

16: SVR*(U,, VE+12k+SCKy — ¢

17: else

18: SVR*(U,, VEk+12k+SCK) = ORIGIN

19: end if

20: end for

21: end if

222 endif

23: end if

2 c(k +1— k + SCK) = SVR* (U,, Vk+12k+SCK),
25: return c(k + 1 — k + SCK)

over to by and the serving MEC is not changed, the response mode
will change from case (e) to case (b), as illustrated in Fig. 3. The
transmission efficiency will be improved. Even if the serving MEC
is changed to another nearby MEC without the cached content,
the response mode will be similar to that before HO. If the UE is
handed over to b3, the serving MEC may be changed to s3 after HO
(i.e., case (a) in Fig. 3). Even if the serving MEC is not changed or
just changed to another nearby MEC such as s1, the transmission
efficiency will not be damaged.

4.2 QoE-aware MEC Selection

The process of MEC selection involves finding the best MEC in
geographical terms for the UE.

4.2.1 Hit Rate-based MEC Selection. A hit rate-based method which
considers the transmission overhead formulated in Section 3 is de-
scribed in Algorithm. 1 If some MECs cache the same contents, the
one mounted on the serving BS is the best choice for MEC selection.
This is presented in lines 5-7 and lines 8-9 of the algorithm. The
case covered in lines 8-9 is the situation that the originally-serving
MEC is the one mounted on the serving BS. If the MEC mounted on

the serving BS does not cache the requested content, the originally-
serving MEC is a good choice for MEC selection, as presented in
lines 12-14. An inferior choice is to pick an alternative MEC to the
originally-serving MEC and the one mounted on the serving BS as
shown in lines 15-16. The worst case is to fetch the content from
the origin server as performed in lines 17-18.

4.2.2  Delay-based MEC Selection. Due to mobility, a hit rate-based
scheme may bring frequent MEC changes and reduce overall effi-
ciency. Therefore, a delay-based MEC selection scheme is consid-
ered based on the transmission mode formulated in Section 3. In
general, the transmission duration of fetching from origin server is
high due to the shared backhaul path. This happens in cases (c), (f)
and (g). If the serving MEC is deployed in the serving BS, transmis-
sion efficiency will be the best, like in case (a). This case avoids any
delivery overheads between servers or communication overheads
between BSs. In case (b) and case (d), the use of MECs attached
to nearby BSs within short ranges also avoids backhaul traffic and
reduces transmission time. However, the optimal solution remains
case (a). If all components of the transmission time are considered,
the optimal MEC for U, to fetch SCK chunks are as follows.

S(VR*(UE,Vk+1_)k+SC7()
= arg min Z [f“(k“)ﬁUE(Vk/)

+ gk DKy g, psel) /K (8)

OS—)S(Vk’ OS—>a(k+l)(Vk')]'

+asT )+ oyt

s.t. ax+a3 <1
ifag==1, a1,a2,a3 == 0

Due to the sequential and chunk-based characteristics of DASH
video streaming, the MEC selection based on the minimal transmis-
sion time may not be optimal. This is as multiple nearby-located
MECs may result in similar delays and provide similar service.
Additionally, DASH viewers may be more interested in video qual-
ity, smoothness and stalling. An optimal MEC should provide the
shortest latency to ensure best QoE.

4.2.3 QoE-based MEC Selection. When assessing user QoE when
viewing DASH videos, notable is that QoE is mainly related to video
quality, rebuffering and bitrate switching [14, 26]. Although QoE is
non-discrete, it is important to be estimated based on video chunks.
Unfortunately, the sequential and chunk-based characteristics of
DASH streaming do not allow the video chunk to be played until
the transmission of the chunk is finished. Here QoE(t) represents
the QoE for serving the last chunk, which can be mapped to QoE(k).

QOE(Ue, t) = QoE(Ue, VF)
= p1-q(vF)
= B2+ qWmin)ltrotal(Ue. VF) = BUF (U, V9],
= b5+ la(v") - q(vF )
where f1, B2, f3 indicate the weight factors associated with bitrate,
rebuffering and smoothness, respectively. In this work, g(-) indicates

the video quality measured using the structural similarity (SSIM)
index, which reflects better the subjective user experience [6, 20].
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Figure 7: Bitrate, hit ratio, rebuffering and transmission time for a high-speed user

For a short-term target, the optimal server should provide maximum
QOE possible, as follows.

SVR*(U,, vk ) = arg max QoE(U,, Vk) (10)
SVR

It can be argued that the goal above is not reasonable enough be-
cause MEC change may guide users to request many video chunks
in the near future. This MEC server selection strategy is only per-
tinent to transmission time, which is common with the original
delay-based scheme. However, the future bitrate selection will be
influenced by the previous bitrate selection. Then the future QoE
will also be influenced. So the optimization goal is to maximize QoE
for a moment 7 corresponding to K chunks.

SVR* (Ue, VIR

k+K
= arg max QoE(U,, yhH1ok+Ky - arg max Z QoE(U,, V¥')
SVR SVR k/—k+1
k+K
= > 1Bqv)
k'=k+1

— B2 - qVmin)[Tr01a1Ue, VE') = BUF (Ue, VK]

= Bs - 1a(V) = q(vE 1]
(11)
By following this formula, the selected MEC should improve
video quality, avoid rebuffering and maintain smoothness for the
next several chunks. However, the future UE requested content is
unknown. Besides, the MEC selection will further influence users’
decisions. Therefore, finding an optimal server is an unsolvable
problem. A heuristic approach can be employed instead, involving
five discrete bitrate levels and associated to five different chunk
sizes. Simple linear regression can be used to predict future through-
put which is useful to find the possible requested bitrate of users.

4.3 BS-request-based Cache

The MEC server at the mobile network edge can capture radio access
network (RAN) conditions through its intrinsic Radio Network
Information Service (RNIS) function to achieve better intelligent
video adaptation [9]. With assistance of RNIS, if certain MECs are
able to cache enough video chunks for some clients, server re-
selection may not be triggered frequently. Besides, the cache-based
handover will also be more compatible with user requests.

Each BS should maintain a request statistic list for its inter-
nal MEC, including the requests sent via itself when working
as a serving BS. We define the cache update period as T.. The

number of requests for V,’,‘l is REQy, (V,]fl) while those for V(o) is
REQp,[V(0)] that includes all the requests for chunks in V(o). Each
MEC also needs to keep a list to collect the requests received by
itself. We define the number of requests received by the MEC as
REQ, (Vk) The number of requests received from b; and sent to
s is as RREQs, (VK). If REQs, (VE) < REQy, (V, k), some requests
for V,fl are served by other MECs. If REQ, ( m) 2 REQY,( m), it
means that s; provides V,’,‘, to other BSs or MECs. The requests in b;
and s; should be listed in the descending order in accordance with
AREQs, (V) = REQy, (VE) + REQS, (VE) - RREQs, (V). Then
the cache in s; can be periodically updated according to AREQ;, (+)
to maximize the cache hit possibility of responding UEs with the
MEC cache mounted on its serving BS.

5 SIMULATION-BASED EVALUATION

The experiments are performed in Network Simulator NS-3 [18].
The network topology is as illustrated in Fig. 2 and involves micro
BSs deployed on the straight road. There are 50 users served by 5
MEC servers that are all equipped with 5GB storage space. These
MECs are deployed on the BSs individually and share the same
origin server. The UE and BS transmission powers are 10dBm and
46dBm, respectively. The path loss model employed is the MmWave-
PropagationLossModel [17].

5.1 Single User Response Pattern

The single-user experiment tests the response pattern to different
requests when different flavours of the proposed MEC selection
method, based on hit rate (H), delay (D) and QoE (Q), are employed.
These methods are combined with the traditional signal-based A3
HO algorithm [18] and proposed cache-based HO control, resulting
in H-a3, H-cache, D-a3, D-cache , Q-a3 and Q-cache, respectively.
The request pattern of bitrate representations is relatively stable
because of the setting of network capacity as in Figure. 7a. Except
from the schemes Q-cache and Q-a3, the other schemes obtain a
higher hit ratio as shown in Figure. 7b. However, Q-cache and Q-
a3 are associated with less rebuffering time as presented in Fig. 7c.
Besides, as Fig. 7c shows, the schemes with the proposed cache-
based HO control outperform the ones based on the traditional
A3-based HO. In Fig. 7d can also be noted how the QoE-based
schemes Q-a3 and Q-cache generally perform better in terms of
average transmission time than the others. In conclusion, it can
be said that the MEC selection is improved by the addition of the
cache-based HO control.
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Figure 8: The comparison of transmission time and QoE with different cache replacement

Table 2: The comparison of different schemes

Cache Policy| Metrics [Hit-RZR[Delay-RZR[QoE-RZR[Fixed[Follow

Bitrate | 0.731 0.902 0.885 |0.834| 0.817
Rebuffer| 0.201 | 0.145 | 0.100 [0.205] 0.105
LRU  |Variation| 0.211 | 0249 | 0.161 [0.234] 0.183
Hit Ratio| 0.526 0.478 0.478 |0.478| 0.591
Delay | 2.818 | 2057 | 2.160 [2.358] 2.447
QoE | 0480 | 0477 | 0.494 [0.478] 0.488
Bitrate | 1.009 | 1.024 [ 1.062 [0.997] 1.049
Rebuffer| 0.192 [ 0.123 | 0.082 [0.198] 0.105
BS-based |Variation| 0.196 | 0.224 | 0.222 [0.239] 0.225
Hit Ratio| 0.552 | 0.574 | 0.587 |0.527| 0.572
Delay | 2.628 | 2201 | 2.078 [2.872]2.233
QoE | 0508 | 0525 | 0.535 |0.504] 0.529
5.2 Multiple User Response Results

The multi-user experiment’s goal is to evaluate the proposed QoE-
aware MEC selection method in comparison with alternative ap-
proaches. The following five MEC selection methods are tested,
methods which differ in the manner they interact with the cache-
based HO control: Hit-R2R (employs the hit rate-based MEC selec-
tion), Delay-R2R (uses the delay-based MEC selection), QoE-R2R
(is based on the QoE-based MEC selection), follow (always chooses
the MEC mounted on the serving BS) and fixed (never changes
the serving MEC). Here we regard the former three schemes as
R2R-related. The experiment is divided into two groups, employing
different cache policies: the first group uses the Least Recently Used
(LRU) policy and the other group - the BS-request Motivated Cache
Replacement policy.

The concrete statistical testing results in terms of hit ratio are
listed in Table. 2. It can be concluded that the user request pat-
tern will change because of the BS-request Motivated Cache Re-
placement, with at least 16.3% bitrate improved. There is also less
rebuffering for the schemes with BS-request Motivated Cache Re-
placement. The scheme QoE-R2R reduces about 22% rebuffering
time on average. This also explains why the QoE in the second
group is relatively better. From Fig. 9, it can be concluded that the
BS-request motivated cache replacement helps R2R-related schemes
attain a high hit ratio. Because relying on BS request statistics, the
cached contents of a certain MEC will follow the request mode
of the users covered by the BS. But this cache replacement may

Figure 9: The comparison of hit ratio

not work with the other two simple MEC selection methods, i.e.,
Fixed and Follow. Fig.8a and Fig.8c show the transmission time
for all the video chunks requested by users. The average transmis-
sion time of Hit-R2R is longer, 2.818 and 2.628 seconds in the two
groups of experiment, respectively. This is as the solution focuses
on maximizing hit ratio instead of the response speed. Although
the proposed scheme QoE-R2R is associated with a slightly higher
delay than the delay optimisation solution Delay-R2R, it achieves
the best QoE in both groups of the experiment, as shown by Fig. 8b
and Fig. 8d.

6 CONCLUSIONS AND FUTURE WORKS

This paper formulates the problem of response in the context of a
MEC-based edge framework for DASH-based video delivery. We
design a new QoE-aware MEC selection scheme (QoE-R2R) which
considers user request-motivated HO decision and edge cache states.
Simulations show that the proposed QoE-R2R scheme outperforms
other strategies by achieving reduced transmission time and im-
proved QoE. Future work will focus on employing learning-based
methods in a 5G scenario to improve MEC-based DASH video
streaming.
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