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Abstract—Decision trees (DT) have been used for high-speed
networking classification on programmable switches. Most DT
solutions, however, are static and cannot be deployed once the
switch resource changes. In this paper, we propose Dryad to
fast reprogram tree models when resource budgets change. In
Dryad, we first develop a large and accurate “one-training-for-
all” DT (ODT) that can be quickly resized without computational
retraining. ODTs are deployed in switches using a progressive
search algorithm that searches the adaptations according to their
resources. To achieve high accuracy and low packet latency, the
adaptation leverages 1) innovative hard and soft pruning methods
to compress the ODT rapidly with minimal performance loss; and
2) P4 scaling operations of match-action table arrangement and
joint range-ternary match, which allow the switch to accommo-
date a larger (i.e., more accurate) ODT. Finally, an ODTCompiler
is proposed to automatically convert the adapted ODT into a
P4 program and then install it. Experimental results on three
commodity switches under different resource scenarios show that
Dryad achieves a higher classification F1-score (3.78% higher),
and completes the adaptation 161× faster than other solutions.

I. INTRODUCTION

Over the past few years, machine learning (ML) models
have been applied to many networking classification tasks,
e.g., malware detection [1]–[3], traffic classification [4]–[7],
and flow size prediction [8]. Usually, the conventional solu-
tions deploy models on high-performance X86 servers, which
cannot provide satisfactory processing latency and capac-
ity [9]. Modern programmable switches (e.g., P4 switches [10],
[11]) support Tbps-based custom packet processing, which
provides new alternatives for ML models, i.e., in-network in-
telligence [12]. Programmable switches are typically equipped
with two types of chips (CPUs and ASICs). The CPU can run
control APIs to configure network applications, e.g., compiling
and installing P4 programs to the ASIC. The ASIC (e.g.,
Tofino [13] and FlexCore [14]) is of Tbps and follows a match-
action paradigm. Match-action tables form the P4 program and
are spread on the ASIC pipeline. Each table maintains a set of
key-action entries. When a packet (e.g., its header) is matched
by a table entry, the associated action can conduct simple
operations like assignment or integer addition/subtraction.

The decision tree (DT) model naturally coheres with such
an ASIC’s match-action paradigm due to its inherent rule-
matching nature in the classification [15]–[17]. As such, the
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DT has now become prevalent in in-network intelligence
solutions [9], [18]–[21]. Even though existing works have
made significant progress, they do not focus on one important
requirement: rapid adaptation to changes in switch resources.
In our view, switches distributed in the network can have
differing resource requirements. For example, switches can
run applications such as NAT and routing at the same time.
The corresponding switches should allocate different resources
for such applications, resulting in changes in the resource
budget for the DT deployment. Even if the budget for a
switch is set, it may still change later. Consider the DT
deployed for measurement applications like ESketch [22],
ESketch recommends that the memory allocated be increased
dynamically with the number of observed flows. This also
affects the available resources for the DT.

A naive approach to adapt a DT to the available resources
is to maintain different DT models for different resource
constraints at a central controller. But such an approach can
be inefficient and slow. Retraining different DT models on the
massive training dataset is inefficient in both computation and
storage. Furthermore, the communication latency between the
switch and the controller can be non-negligible when more
switches request different adaptations. To quickly adapt the
running P4 programs to the resources with less overhead, one
can use control APIs on switch CPUs, e.g., the fast refresh
in Tofino (< 50ms) [23], or new runtime architectures like
FlexCore [14] and IPSA [24]. However, this is not sufficiently
fast for in-network intelligence which has to first adjust the
DT and then reprogram it as a P4 program.

In this paper, our key insight is that instead of maintaining
different DT models for different resource constraints, we can
augment a trained DT with the statistical distribution of various
classes at each node. We refer to this augmented DT as a “one-
training-for-all” DT (ODT). To adapt to different resource
constraints, we prune this augmented DT to derive a DT that
can achieve good performance under a given set of resource
constraints. We implement our approach in a system called
Dryad1. Dryad is fast, because we only need to train the ODT
on our dataset once. Thereafter, we derive the required DT
model by pruning the ODT without the need to process the
dataset again. Dryad is accurate, as we not only adjust the
model size for resource constraints, we also implement scaling

1Dryad is the tree nymph (spirit) in Greek mythology.979-8-3503-0322-3/23/$31.00 ©2023 IEEE
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operations in P4 to allow us to fit deeper DT models to increase
accuracy at the cost of slightly increased latency. Moreover,
the Dryad pipeline is fully automated. The entire process
of model tuning, P4 program generation, and installation is
automatically completed inside the switch CPUs to boost the
adaptation efficiency. In summary, we make the following
contributions:

• We propose the “one-training-for-all” DT (ODT), where
we augment each node of a DT to summarize the ob-
served statistics of the dataset during the training (i.e.,
tree growing). Based on these statistics, the size of the
ODT can be efficiently pruned on switch CPUs, without
any additional computation or retraining on the dataset.

• We propose a progressive search algorithm. Subject to
available resource constraints, the algorithm traverses all
feasible combinations of the pruning (to reduce the de-
mand) and P4 scaling operations (to squeeze the supply)
to find the adaptation that obtains the max reward on both
classification accuracy and processing latency.

• We implement an ODTCompiler to automate the de-
ployment. According to the optimal ODT adaptation, the
ODTCompiler generates the desired P4 code (i.e., match-
action tables along with table entries) and finally calls the
built-in control APIs to directly install the P4 code on the
switch ASIC pipeline.

We implement Dryad2 and test it on three commodity
switches [25]–[27]. Our experimental results reveal that: 1)
Our pruning-based resizing is cost-effective. Compared with
retraining using the full data set, the pruning-based ODT
adaptation is 161× faster; 2) The progressive search algorithm
scales well and can find the optimal adaptations for different
switches. We demonstrate that the adaption process can be
finished on switch CPUs within 1.61s in Python (which can
likely to reduced to ∼55ms in C++ [28]).

II. BACKGROUND

A. Traditional Learning-based Networking Classification

Machine learning (ML) algorithms have long been applied
to various classification problems in networks. In [1], the
authors present KitNET, a malicious traffic detection solution
that uses an ensemble of neural networks to collectively
differentiate the benign and malicious traffic. The work in [2],
[3] exploits learning algorithms (e.g., support vector machine,
fully-connected neural network) for malicious traffic detection.
In [4], the authors design a learning-based system for the
traffic characterization and the application identification tasks
using deep learning models, i.e., convolution neural network
(CNN) and stacked auto-encoders (SAE). In [5], the authors
present the byte segment neural network (BSNN), which is
based on the bidirectional recurrent neural network (RNN),
for network traffic classification. Also targeting the problem of
traffic classification, [6], [7] leverage deep learning algorithms
such as one-dimensional CNN and self-attention mechanism.
In [8], the authors address the flow size prediction problem

2The code is available at https://github.com/xgr19/Dryad.

by employing learning models such as Gaussian process
regression (GPR) and neural network (NN).

Although these ML-based networking applications have
outperformed traditional solutions, they are generally trained
and deployed on powerful X86 servers. As a result, the
time and capacity costs associated with collecting traffic and
analyzing it on these devices are unacceptable [9], [12].

B. Characteristics of the P4 Switch

Unlike X86 servers, programmable switches, e.g., the P4
switches, support customized packet processing logic with low
latency [10], [11], showing the promise of empowering these
ML-based solutions on the data plane. Generally, each P4
switch contains two types of processors. One is an ordinary
CPU, which acts as a local controller and can be responsible
for the management of the switch’s data plane. The network
administrator can install P4 programs and table entries through
control APIs on the CPU. In addition, switch architectures
such as FlexCore [14], IPSA [24], and Tofino [13] also
provide new APIs to fast reconfigure running P4 programs in
milliseconds or even runtime, with minimal traffic disruption.

Fig. 1: The P4 switch data plane.

The other is a high-speed ASIC (e.g., Tofino), acting as
the data plane of Tbps [13]. Fig. 1 illustrates the key com-
ponents of an example Tofino data plane. Incoming packets
are first mapped into Packet Header Vectors (PHV) by the
parser. Then, the PHVs are passed to the pipeline consisting
of several stages. At each stage, headers in the PHV may
match (M) a given table entry stored in the memory (Mem)
block, triggering the associated action (A), i.e., the match-
action paradigm. Note that stages are the basic resource units.
Memory is uniformly distributed amongst different stages, and
no stage can access a memory block in another. Finally, the
modified PHVs are reorganized into packets by the deparser.
Two important types of matches for the packets are: 1) range
match. The key value should fall between a lower limit and
an upper limit specified by a rule; 2) ternary match. Each rule
is associated with a pair of (Mask, Value). The key value is
first ANDed with the Mask, and then compared with the Value
for equality. Nevertheless, to guarantee high-speed processing,
instructions in actions are strictly limited to integer operations
like addition/subtraction or assignment, which hinders the
switches’ programmability with sophisticated learning models
like neural networks [29], [30].
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C. DT Techniques and In-network Intelligence

Unlike other complex models, tree models are rule-based
classifiers and naturally suit the match-action in P4 switches.
There are several DT variants, e.g., ID3 [15], C4.5 [16], and
CART [17]. One main difference among these variants is the
node/dataset splitting criterion in the training. For example,
C4.5 uses the normalized information gain while CART pro-
poses the Gini index. For the sake of convenience, several in-
network approaches [9], [18]–[21] are proposed to completely
deploy the CART model on switch ASICs to achieve line-
speed classification, as CART has been well-implemented in
the famous scikit-learn library [31], [32].

The authors in [9] design IIsy to convert a DT into a P4
program via a feature-decision manner. For a DT with k input
features, IIsy utilizes k+1 tables for the conversion. Each of
the first k feature tables checks the value of a specific feature
via the match paradigm, and then encodes the match result
into a metadata field in the PHV by the action paradigm. For
the last table (aka decision table), the metadata fields are used
as keys to finally output the classification results. In [19], the
authors propose SwitchTree to deploy the DT in a level-table
manner. In SwitchTree, each pipeline stage allocates a table to
embed a particular level of the DT. Similar to IIsy, SwitchTree
also uses metadata fields in the PHV to act as both the
match results and match keys in subsequent level tables. Some
other works that also attempt to deploy trees on the switch
ASICs are [20], [21]. These DT-based approaches have made
significant progress, but one area that needs critical discussion
is the quick reconfiguration of the DT based on the changing
switch resources. Due to different network management tasks,
switches may run different applications together with the DT
(e.g., NAT, routing, and measurement), which leads to varying
resources on pipeline stages and rule capacity. Although the
recently extended version [18] of IIsy also considers the
resource constraints in the design, the extended IIsy is still
a static solution to deploy a fixed-size model on all devices,
which may not scale well on switches of varying resources.

One may reconfigure the DT by retraining numerous DTs
for different resource requirements on a central controller.
However, retraining various models on massive traffic data
(e.g., the UNSW-NB15 dataset [33] consists of 100GB traffic)
is time-consuming and computationally expensive [34]. Also,
it would increment the switch-controller communication over-
head and delay the response when multiple switches are con-
currently requesting different adaptations. To make network
applications quickly reconfigurable for varying resources, the
switch CPUs have already supported control APIs [14], [23],
[24] to reprogram the P4 program. Hence, it may be possible to
also offload the model resizing (especially the pruning-based
DT resizing) to individual switches for efficiency gains. The
idea of DT pruning is not new, e.g., [17], [35]–[37]. However,
most of these solutions prune trees on the dataset. The post-
pruning in [35] employs test cases in the dataset to estimate
if the pruning of a node will reduce the accuracy. The authors
in [36] use all samples in the training dataset to tailor the

DT. Also, they are heuristics algorithms and cannot control
the tree size (e.g., depth) precisely. In our view, a suitable
pruning should be independent of the dataset to reduce switch
overheads. Besides, we would like to be able to prune the tree
to an arbitrary size to better meet different resource constraints.

III. AUGMENTING THE DT FOR EFFICIENT PRUNING

As mentioned in §II-C, there are many DT variants avail-
able. For example, the CART [17] in scikit-learn [31], [32]
is often used in in-network solutions [9], [18], [21]. While
there are existing pruning techniques to limit DTs to a given
maximum depth, we want to do more than limit the depth of
a deployed DT to the number of stages in a P4 switch. By
employing recirculation, we can effectively support DTs at a
depth deeper than the number of pipeline stages available.

To support a pruning strategy that can take advantage of
this feature, we augment the CART by adding statistical dis-
tributions of the various classes to each node during training.
We refer to this augmented DT as a “one-training-for-all” DT
(ODT). Once an ODT is trained, it can be pruned efficiently on
all switches instead of repeating the training process with the
dataset, thus significantly saving the computation and storage
on switches. Also, the performance of the pruned ODT can be
easily estimated from statistics in the pruned DT (see §IV-B).

A. ODT Training

The training (or generation) of the ODT is similar to a
regular CART [17], as shown in Algorithm 1. The training
dataset D consists of m samples, each in the form of (xi, yi).
xi ∈ Rk represents sample i’s feature values on the feature
set F , and yi is the class label of sample i. The goal of the
training is to produce a DT that will partition the dataset into
a set of leaves that have a unique class label. What we do
differently from the regular DT training is that for each node
n, we augment it by adding an attribute values. n.values
records the number of samples from each class for the samples
seen at node n (see line 2).

The training algorithm is a recursive function applied to the
training samples at each node as follows:

• If all samples in the node have the identical class label
C, then this node is considered as a leaf with class label
C, see lines 3∼5.

• A node is also identified as a leaf if all samples have
the same value on every feature, even if not all the
samples have the same class label. In this case, the class
label of this leaf is set as the class with the majority of
samples (implemented with the function MajorVote(.), see
lines 6∼8). Note that Dryad does not limit the depth d of
the tree during the training process to achieve maximal
accuracy, without considering constraints on the model
size.

• Otherwise, this means that not all the samples have the
same value on every feature and we need to determine
the optimal feature f∗ and its threshold f∗

t with which
to partition the samples into nodes at the next level.
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Algorithm 1: ODT Training
Input: Train set D = {(x1, y1) , . . . , (xm, ym)};

Feature set F = {f1, . . . , fk}; Tree limited
depth d.

Function: ODTGENERATE(D,F, i = 0)
1 Generate tree node n;
2 Summarize the number of samples ai of each class i

in D: n.values = [a1, . . . , aj ];
3 if samples in D ALL belong to the same class C then
4 n.class← C; return
5 end
6 if samples ALL have the same value on each feature

of F OR depth i = d then
7 n.class← MajorVote(n.values); return
8 end
9 Find the optimal splitting feature f∗ and its threshold

f∗
t : n.thresh← f∗

t ;
10 Create two child nodes of n: left−child and

right−child;
11 for n′ ∈ {left−child, right−child} do
12 if n′ = left−child then
13 Dn′ ← {(x, y) | x.f∗ ≤ f∗

t , x ∈ D};
14 else
15 Dn′ ← {(x, y) | x.f∗ > f∗

t , x ∈ D};
16 end
17 if Dn′ = ∅ then
18 n′.class← MajorVote(n.values); return
19 else
20 n′ ← ODTGENERATE(Dn′ , F, i+ 1);
21 end
22 end

Output: A trained ODT T0 where internal nodes
obtain the thresh attribute and the leaves
maintain the class attribute.

To determine the optimal feature, we iterate through all
the feasible feature-threshold combinations. In particular,
because we are using the DT variant of CART, this refers
to the feature and threshold combination that results in
the lowest Gini index [17]. Once the optimal feature
and thesholds are determined, the samples are partitioned
into a left branch (≤ f∗

t ) and the right branch (> f∗
t )

(lines 9∼22).
After the training with Algorithm 1, the ODT can predict

class labels for test samples. For a test sample, its feature value
is compared with internal nodes’ threshold f∗

t and then this
sample is routed to the left/right child nodes until it reaches a
leaf node, then the class of the leaf is returned.

B. ODT Pruning

The ODT obtained from the training process described in
§III-A would generally be too big to fit in a P4 switch.
To reduce the depth of the ODT to fit within the resource
constraints, we implement two pruning techniques: (i) hard

pruning will forcefully reduce the depth of the ODT; and (ii)
soft pruning which removes redundant nodes arising from hard
pruning to make the ODT more compact.

Algorithm 2: Hard Pruning
Input: A tree with root r; A queue S = [r] for nodes;

A queue V = [0] for nodes’ levels; Tree
limited depth d.

1 while S ̸= ∅ do
2 n← S.pop() ; // queue is first-in-first-out

3 l← V.pop();
4 if n is an internal node then
5 if l < d then
6 S.push(n.left child);
7 V.push(l + 1);
8 S.push(n.right child);
9 V.push(l + 1);

10 else if l = d then
/* set n as a leaf, remove its

subtree */

11 n.class← MajorVote(n.values);
12 end
13 end
14 end

Output: Hard pruned ODT Th.

Hard Pruning. The hard pruning sets internal nodes with
a specific depth d as leaves, removing all nodes deeper down
the tree. For each new leaf n, we decide its class label by
conducting the majority vote on its n.values attribute. Details
of the hard pruning algorithm are shown in Algorithm 2. The
core idea is that we first perform a breadth-first traversal on the
tree, reach the desired depth d, and then set each internal node
at this depth level to be a leaf by executing the MajorVote(.)
function on its values in line 11.

Fig. 2: An example of the hard pruning.

Fig. 2 shows an example of the hard pruning algorithm.
The different colors (red and blue) of leaf nodes indicate
different class labels. The two bottom leaves that exceed
the depth limit d = 2 are both removed. We set their
parent as a new leaf with the class label obtained through
MajorVote(parent.values). Notably, once the ODT is trained,
each node is assigned an array values (Algorithm 1 line 2).
This array records the number of samples split to this node.
Assume that parent.values = [red : 10, blue : 5], then
MajorVote(parent.values) will return the class label of red.
Nevertheless, in this example, the MajorVote(.) returns a leaf
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that has the same class label as its siblings, resulting in
redundant nodes (the following soft pruning will tackle this
problem).

Algorithm 3: Soft Pruning
Input: A tree with root r; A list L = [] for leaves’

class labels; A stack S = [r] for nodes.
1 while S ̸= ∅ do
2 while S.top.left child ̸= NULL AND ̸= visited

do
3 S.push(S.top.left child);
4 end
5 n← S.pop() ; // stack is last-in-first-out

6 if n is an internal node with l leaves then
7 if L[−l : −1] are ALL the same class C then
8 n.class← C ; // set n as a leaf

9 L.add(n.class);
10 end
11 else if n is a leaf then
12 L.add(n.class);
13 end
14 if S.top.right child ̸= NULL AND ̸= visited

then
15 S.push(S.top.right child);
16 end
17 end

Output: Soft pruned ODT Ts.

Soft Pruning. In Dryad, we propose a soft pruning algo-
rithm to remove redundant nodes on the ODT. As shown in
Algorithm 3, we use the post-order traversal to recursively visit
the tree. In this algorithm, the left subtree of the current node
is traversed first (lines 2∼4), followed by the right subtree
(lines 14∼16), and then the current node is visited. If all leaves
of the current node have the same class label C, we remove
all branches of the current node and set the current node as a
leaf with label C (lines 7∼10).

Fig. 3: An example of the soft pruning.

Fig. 3 illustrates an example of the soft pruning algorithm.
As can be seen, the leftest white internal node has two leaves
that have the same red class. Soft pruning removes these
redundant leaves, and makes their parent internal node a leaf
by simply assigning it the red class label. It should be clear
that the soft pruning does not affect the ODT’s classification
performance.

Fig. 4: The Dryad framework.

IV. DRYAD IMPLEMENTATION

An overview of the Dryad system is shown in Fig. 4.
Dryad consists of two independent stages: a training process
that computes the ODT from the dataset and an adaptive
deployment process that determines how the ODT should be
pruned and deployed on the P4 switch.

Training process. Training, as described in §III, is per-
formed on a high-performance remote server, which can han-
dle computationally expensive training and massive datasets.
Upon receiving a dataset, we endeavor to train an accurate
ODT without compromising model size due to resource con-
straints. Especially, nodes in the ODT have summarized the
observed training data statistics for future adaptations.

Deployment process. The deployment process operates
independently at programmable switches with the assistance
of built-in control APIs. Whenever the resource constraints
change, Dryad might adjust the ODT at the potential cost of
lower accuracy in two possible ways:

1) Reduce the demand. In particular, we compress the ODT
using hard pruning, which prunes the ODT to a specific
depth, and soft pruning, which further removes redundant
nodes without sacrificing classification accuracy (§III-B).
Our proposed pruning mainly relies on the summarized
dataset statistics in the ODT, which is fast and efficient.

2) Increase the supply. We propose two P4 scaling op-
erations to maintain a larger ODT of higher accuracy
(§IV-A). As part of the table implementation, we can
support multiple ODT level tables with a single pipeline
stage by allowing packets to loop through the pipeline
in multiple rounds, so that more levels can be hosted in
the pipeline. For table entries’ implementation, we jointly
use the range and ternary match to reduce the capacity
required by each classification rule in the ODT.

These two perspectives result in a trade-off between accuracy
and packet process (classification) latency. To achieve higher
accuracy, a larger ODT is preferred; however, to support a
larger ODT, we will require more P4 scaling operations that
will result in higher processing latency.
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Fig. 5: Three ODT implementation options in the ASIC3. In
the ODT branches, “T” is True, and “F” is False.

We run a progressive search algorithm (§IV-B) to determine
the optimal configuration for the abovementioned pruning
methods and P4 scaling operations. During the search, we
try to maximize an objective function that trades off clas-
sification performance against packet process latency. The
classification performance is estimated from the summarized
statistics, without needing any processing of the training
dataset. Furthermore, we describe optimization techniques in
§IV-B that can speed up the implementation of this algorithm
on switch CPUs.

After obtaining the optimal configuration, the ODTCompiler
(§IV-C) automatically adjusts the ODT and converts it into a
P4 program of match-action tables (along with table entries),
and finally calls the built-in control APIs to quickly reinstall
the application in the switch ASIC pipeline.

A. P4 Scaling Operations

1) Match-Action Table Arrangement: There are several
ways to map a tree model on a P4 switch’s ASIC [9], [19]–
[21]. Currently, we select the level-table manner [19]–[21]
(discussed in §II-C), which makes it easier to associate the
tree depth with the pipeline stages, as the base of our ODT
deployment. In a switch ASIC like Tofino (Fig. 5), a packet
traverses multiple consecutive pipeline stages (the light blue
blocks) in the form of PHV (i.e., packet header vector in
§II-B). Each stage can read and modify the packet properties
and affect the processing of the next stage through its stored
match-action tables. For the ODT, each stage can maintain a
level of the ODT as a match-action table, and the PHV conveys
the input feature values. We call this approach the normal
solution (Norm.). As an illustration, Level1 (one node) is
placed in the first stage, and Level2 (two nodes) is in the
second stage. This solution enjoys low packet process latency
because the classification results can be obtained directly when
packets pass through the pipeline. However, this solution is
only feasible when the number of the ODT’s levels does not
exceed the number of available stages.

To support a deeper ODT, we propose the resubmit and
recirculate implementation options, which host two or more
ODT levels in a stage by allowing a packet to go through
the pipeline more than once. As shown in Fig. 5, with
the help of the built-in traffic manager (TM), the resubmit
solution (Resub.) loops the packet back to the parser, and
then forces the packet to pass through the pipeline again. Note
that the TM automatically does the resubmit operation once
the resubmit type flag in the PHV is non-zero. That is, at
the last pipeline stage, all we do is set resubmit type and
embed some necessary metadata (e.g., the last visited level, the
corresponding tree node, and the match result) into the PHV. In
the recirculate solution (Recir.), we first defined ingress port
#68 and egress port #68 to be looped. Then, by assigning the
output port as 68 at the last stage, and embedding the necessary
metadata in the PHV, the packet can be redirected to the
ingress multiple times. While resubmit and recirculate improve
resource utilization and accommodate more ODT levels, they
also add to the packet process latency as a packet must be sent
through the pipeline two or more times.

2) Joint Range-Ternary Match: To predict an unclassified
sample, the trained ODT is traversed through a series of
threshold comparisons. Starting from the root, at each internal
node, the value of the sample’s splitting feature f∗ is compared
with the threshold f∗

t . The comparison outcome leads the
sample to either the left (f∗ > f∗

t ) or the right branch
(0 ≤ f∗ ≤ f∗

t ). After hitting a leaf node, a class label is
assigned to the sample.

As discussed in §II-B, there are two important match types
(range and ternary) defined in P4. It is most straightforward
to use the range match to represent these range comparisons.
However, given a fixed memory block in a stage, we observe
that using the range match will lead to much fewer allowed ta-
ble entries than the ternary match. But simply using the ternary
match is not efficient because each range (e.g., 0 ≤ f∗ ≤ f∗

t )
must be broken into several (Mask, V alue) pairs [38]. Thus,
in our match-action tables (ODT levels), we use the range
match and ternary match jointly. That is, the range match for
features whose number of bits exceeds a threshold bit, while
the ternary match for features whose bits are below the bit.

B. Progressive Search Algorithm

The key idea of our progressive search algorithm is to
determine the optimal configuration for deploying an ODT in
terms of the following 3 parameters: (i) the optimal number of
rounds that a packet needs to go through the pipeline, which
determines the solution (among Norm., Resub., and Recir. in
Fig. 5) used for placement of the ODT level tables; (ii) the
optimal bit threshold for choosing between the range match
and the ternary match for the ODT feature comparison in level
tables; and (iii) the optimal hard pruning depth. We iterate
the search space for these three parameters to determine the

3Tofino ASICs restrict that resubmit can loop packets back only once
through the traffic manager so as to reduce the packet latency. In contrast,
recirculate does not have a limit on the number of loopbacks.
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Algorithm 4: Progressive Search Algorithm
Input: ODT tree0; Stage budget stages; Max packet

process rounds k; A coefficient α to balance
the ODT accuracy and packet process latency.

1 Initialize a reward list S with k zeros;
2 Initialize a strategy list strategy with k NULL;
3 for round from 1 to k do
4 tree← deepcopy(tree0);
5 for estdepth from round× stages to 1 do
6 tree← Soft(Hard(tree, estdepth));
7 for bit from 0 to the max bits of tree features

do
/* the rule capacity per stage if

features with bits ≤ bit use

ternary match */

8 rulecap← RuleEst(bit);
9 real depth← Encode(tree, rulecap, bit);

10 reward←
αMetricEst(tree, real depth) + (1−
α)

1

LatencyEst(round)
;

11 if reward > S[round] then
12 S[round]← reward;
13 strategy[round]←

(real depth, bit, round);
14 end
15 end
16 end
17 end

Output: The strategy (real depth, bit, round), whose
corresponding S[round] is the maximum.

appropriate trade-off between accuracy and packet processing
latency (Algorithm 4).

1) Algorithm Details: The following is a brief overview of
the three nested for loops:

• The outermost loop iterates through the different rounds
(i.e., round) that packets loop through the pipeline. In
this loop (line 4), we always copy a new tree from the
original full-depth tree0 per round so as to reuse tree0
during the search.

• The middle loop searches through all feasible values of
hard pruning depth estdepth that may be arranged in the
pipeline by round× stages. Soft(.) and Hard(.) refer to
soft and hard pruning, respectively. We see in line 6 that
the ODT is first hard pruned to the depth estdepth, then
soft pruned to remove its redundant leaves.

• The innermost loop iterates through the value range of
bit, which is the decision threshold to choose between
the range match and the ternary match (see §IV-A2).

In the innermost loop, we first determine the number of
allowed table entries at each stage with RuleEst(.) in line 8 for
the specified bit threshold. RuleEst(.) is essentially a lookup
table that we had determined empirically. Next, we determine
the resulting depth of the ODT after encoding the tree into

match-action tables using Encode(.) in line 9. Reward is the
optimization objective function for each configuration that
jointly considers the ODT performance and packet process
latency.

The ODT performance (i.e., accuracy) is calculated as
follows:

MetricEst(.) =

∑
max(li.values)∑

li.values
× 100%

where li are the leaves in the ODT and max(li.values) is
the number of samples in the majority class for leaf li. From
Algorithm 1, the class label for leaf li is the class with the
most samples at the leaf. Hence, numerator

∑
max(li.values)

is the number of correctly classified samples, and the de-
nominator is the total number of samples. For example, for
an ODT of two leaves (l1.values = [class0 : 10, class1 :
3]; l2.values = [class0 : 1, class1 : 5]), the predicted
accuracy is 10+5

10+3+1+5 × 100%. Note that MetricEst(.) can be
modified to support other metrics such as precision, recall,
and F1-score, as all of them can be obtained using values.
We leave this as future work.

The packet process (classification) latency is obtained from
LatencyEst(.), which is determined empirically from mea-
surement. The values for LatencyEst(.) will depend on the
hardware platform.

As shown in line 10, the accuracy and packet process
latency are weighted by α and 1 − α, respectively. By as-
signing different values (from 0.0 to 1.0) to α, we can make
the appropriate trade-off between these two objectives. For
example, when the traffic rate is slow (10Gbps), adding some
packet latency to achieve high accuracy is acceptable. Thus,
we can use a large α (see §V-A for details).

Upon finishing iterating through the above triple nested
for loop, an optimal configuration (real depth, bit, round)
with the maximum reward is obtained. Here, real depth
indicates how deep an ODT is to be pruned; bit is the
optimal threshold for the selection of range match and ternary
match; and round specifies which of the following three table
arrangement solutions should be used: Norm. (round = 1),
Resub. (round = 2), or Recir. (for round ≥ 3).

2) Algorithm Optimizations: We propose two optimizations
to accelerate Algorithm 4, so that it can run on ordinary
switch CPUs. The early-stopping: For the outermost loop
in Algorithm 4, the resource consumption increases linearly
as round increases. Therefore, while iterating through the
outermost loop, whenever the candidate strategy exceeds the
maximum resource budget, we stop examining larger round
to avoid taking up excessive resources. The multi-core: CPUs
are now equipped with multi-core technology that allows the
system to perform multiple tasks concurrently with higher
overall system performance. For each round in the outermost
loop, we generate an independent process running on a CPU
core alone. Moreover, an early-stopping signal is used in inter-
process communication [39].

Authorized licensed use limited to: Peng Cheng Laboratory. Downloaded on January 02,2024 at 07:06:07 UTC from IEEE Xplore.  Restrictions apply. 



C. ODTCompiler

After Algorithm 4, the ODT is passed to the ODTCompiler.
The ODTCompiler first uses both soft and hard pruning
algorithms to prune the ODT to the depth of real depth (thus
real depth+1 levels). Then, ODTCompiler instantiates a P4
program from the appropriate pre-installed P4 code templates
according to round. Next, the ODTCompiler traverses the
nodes in each ODT level, encoding them into table entries
with the range match or ternary match according to bit. At
last, the P4 program (the instantiated code along with the table
entries) is compiled and installed on the ASIC pipeline. We
mainly discuss two key processes: P4 code instantiation and
table entry encoding below.

1) P4 Code Instantiation: Our ODTCompiler maintains
several P4 templates:

• The base.p4 template defines a universal P4 program that
consists of the standard components like the parser, the
pipeline, and the deparser.

• The norm.p4, resub.p4, and recir.p4 inherit the universal
base template and then add their required modifications
accordingly (see §IV-A1).

When the ODTCompiler is called, it instantiates a P4 program,
namely, p4app.p4, by selecting the appropriate template. Then,
according to the adaptation strategy (real depth, bit, round)
and the received ODT, the ODTCompiler decides how many
match-action tables are derived in the template program, which
PHV elements (i.e., ODT features) are used as table keys, what
kind of matching (e.g., range or ternary) is used, etc.

List 1 shows the code fragment of a template switch
pipeline in base.p4. This pipeline is defined by the control
keyword along with multiple meta parameters (lines 1∼6).
Except for the P4 code, we use the Jinja4 syntax to write
the special placeholders in this template which allows the
ODTCompiler to replace with meaningful words. For example,
the placeholders resubmit1 (List 1 line 13) is overwritten
by the resub.p4 in List 2 lines 2∼8.

2) Table Entry Encoding: After finishing the P4 code
generation, the ODTCompiler will encode the ODT into table
entries. This encoding process can be done by a breadth-first
traversal on the ODT. List 3 shows a part of it. For example,
in line 3, we use two queues to store the tree nodes in the
current level and the next level. For each node in the current
level, we examine whether it is a leaf or not. If so, lines 9∼13
will encode it to a table entry with the action of class
label assignment. In entry, p4app is the corresponding P4
program name, level%d indicates which level table this entry
belongs to, and SetClass is the associated P4 action for
this rule which assigns a class label (i.e., pred_cls_id) to
a matched packet.

V. EVALUATION

A. Experimental Settings

We use the UNSW-NB15 dataset [33] that consists of
100GB pcap files from synthetic normal activities and con-

4https://jinja.palletsprojects.com/en/3.0.x/

Listing 1: The code fragement in base.p4
1 control Ingress(
2 // User
3 inout my_ingress_headers_t

hdr,
4 inout my_ingress_metadata_t

meta,
5 // Intrinsic
6 inout ingress_intrinsic_metadata_for_tm_t

ig_tm_md)
7 {
8 // initialized level tables
9 {% for level in levels %}

10 Level(){{level}};
11 {% endfor %}
12

13 {% block resubmit1 %}{% endblock %}
14

15 apply {
16 {% for level in levels %}
17 {{level}}.apply(hdr,meta,ig_tm_md);
18 {% endfor %}
19 }
20 }

Listing 2: The code fragement in resub.p4
1 {% extends "base.p4" %}
2 {% block resubmit1 %}
3 action action_packet_add_info(){
4 meta.resubmit_data.node_id = meta.node_id;
5 meta.resubmit_data.compare_result = meta.

compare_result;
6 ig_dprsr_md.resubmit_type = 2; // previously

discussed in §IV-A1
7 }
8 {% endblock %}

Listing 3: Python code for encoding table entries
1 def export_p4_rules(tree) {
2 # store node ID per level
3 queues = [queue(), queue()]
4 # omit other code...
5 for level in range(0, tree.depth):
6 cur_level = queues[level%2]
7 while len(cur_level) > 0:
8 node_id = cur_level.popleft()
9 if tree.feature[node_id] == None:

10 # leaf has no f∗
t for comparision

11 pred_cls_id = argmax(tree.values[
node_id])

12 entry = ’bfrt.p4app.pipe.level%d.
’+

13 ’add_with_SetClass(%d, %d)’%(
level,node_id,pred_cls_id)

14 else:
15 # omit to encode inner nodes...
16 # add child nodes of next level
17 queues[(level+1)%2].append(tree.

children_left[node_id], tree
.children_right[node_id])

18 }

temporary attack behaviors (e.g., DoS and Exploits). Given a
packet, the task of Dryad is to classify whether it is malicious
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or not on switches. Learning from [9], [21], we consider the
parsed IP/TCP/UDP header fields in the PHV as ODT features.
The dataset is randomly splitted for training (80%) and testing
(20%) on a server with Intel(R) Xeon(R) Gold 6230R CPU @
2.10GHz, Python 3, and scikit-learn [32]. Notably, by utilizing
registers in switches to record flow statistics (e.g., the average
and max packet sizes [19], [20]), Dryad can be used to identify
whether a flow is malicious. Dryad’s flow classification will
be studied in future works.

We leverage three commodity switches, i.e., OpenMesh BF-
48X6Z [25], EdgeCore Wedge 100BF-65X [26], and H3C
S9850-32H [27] to demonstrate the performance of Dryad:

• For the OpenMesh switch, we constrain the max number
of available stages to be 5, and the traffic rate is 10Gbps.
In this case, the ODT accuracy is more important than
the packet latency, so we set the progressive search
coefficient α = 0.9 in Algorithm 4.

• For the EdgeCore switch, the number of available stages
is 8, the traffic rate is 40Gbps, and α = 0.7.

• For the H3C switch, the number of stages is 12, the traffic
rate is 100Gbps, and α is set to 0.5 to attach importance
to the packet latency in such a high traffic rate case.

We set the max round k = 4, i.e., round ∈ {1, 2, 3, 4}
in the outermost loop of Algorithm 4: The Norm. and the
Resub. solutions are indicated by round = 1 and round = 2,
respectively, while round ≥ 3 implies the Recir. solution.

B. Rule and Latency Measurement
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Fig. 6: Rule capacity and packet process latency estimation of
different switches.

Fig. 6 shows the rule capacity of different bit, and the
packet process latency of different round on three switches.
For the rule capacity, we empirically measure the number of
allowed table entries per stage when features with bits ≤ bit
use the ternary match (> bit use the range match). As shown
in Fig. 6a, as more features are converted to the ternary match
(i.e., bit from 0 to 16), the rule capacity increases from 400
to 4000. But as discussed in §IV-A2, using only the ternary
match does not necessarily lead to better resource utilization,
because threshold comparisons of features are natively ranges
(e.g., 0 < f∗ ≤ f∗

t ), and it may consume w× table entries
when one w-bit range is converted from the range match to
the ternary match [38]. The results in Fig. 6b show that the
packet process latency increases when the number of loopback
rounds gets larger.
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Fig. 7: The Dryad performance on different switches (PSA
and ODTCompiler are based on Python3).

C. Adaptation Strategies and Their Effects

To show the real ODT deployment outcomes, we run
Algorithm 4 on CPUs of each commodity switch and obtain
the following adaptation strategies:

• For the OpenMesh switch (the case of 5 stages, 10Gbps),
the algorithm finally selects the Recir. solution of
round = 4 where features with bits ≤ 8 use the ternary
match while the others use the range match. As packets
are processed by the pipeline four times (round = 4),
we ideally can obtain a pruned ODT of 4×4 = 16 levels
(the fifth stage is used for recirculating, see §IV-A1).
However, due to the rule capacity, we actually prune the
ODT to a depth of 14 (15 levels).

• For the EdgeCore switch (the case of 8 stages, 40Gbps),
the Resub. solution (round = 2) is selected where
features with bits ≤ 8 use the ternary match. As packets
are processed by the pipeline twice (round = 2), we
obtain a pruned ODT of depth 13 (2× 7 = 14 levels, the
eighth stage is used for resubmitting).

• For the H3C switch (the case of 12 stages, 100Gbps),
the Norm. solution is selected with all features using the
ternary match, and the ODT depth is 11 (12 levels).

Fig. 7a and 7b illustrate the time consumption of search-
ing and deploying the aforementioned strategies in different
switches. Notably, the progressive search algorithm (PSA)
with and without optimizations in §IV-B2 are also included.
On average, PSA and optimized PSA cost 3.64s and 1.44s
respectively. The ODTCompiler that adjusts the ODT by
pruning and generates P4 codes is much faster, and only costs
0.17s on average. That is, on average, it takes 1.61s to finish
the ODT adaptation on a tested switch.

D. Comparison with Baselines

As stated in §IV-A1, SwitchTree [19] and pForest [20] use
the same level-table manner, which is similar to our Norm.
solution. Therefore, their DT depths are also correlated to
stages. However, these two approaches do not discuss how to
adjust the DT when the number of stages varies. So we assume
they use the off-the-shelf CART (a DT variant) retraining
provided by scikit-learn [31], [32] to adjust their depths. For
the sake of simplicity, we do not consider the rule capacity
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Fig. 8: The tree adaption according to the OpenMesh settings in §V-A.

limitation in these methods. The adaptation comparison in this
section is simulated on our high-performance Intel server.

In Fig. 8, we can see that Dryad outperforms SwitchTree/p-
Forest for the OpenMesh switch. While tree depth is limited by
the stages for SwitchTree/pForest, Dryad can support deeper
trees on OpenMesh as shown in Fig. 8a by employing our
P4 scaling operations (§IV-A). As a result, Dryad achieves
better classification performance as shown in Fig. 8b and 8c.
E.g., 0.47% ↑ (99.02% vs. 98.55%) on accuracy and 3.78% ↑
(89.82% vs. 86.04%) on F1-score with #stages = 5.

In Table I, we present the adaptation time for different
switch settings. We can see that pruning is more efficient
than training a tree from scratch (i.e., retraining). For example,
under the H3C case, Dryad is 161× faster when pruning than
the retraining in SwitchTree/pForest (0.11s vs. 17.71s). Also,
Dryad has a slightly higher retraining time than SwitchTree/p-
Forest. This is because Dryad generally produces a deeper tree
during training since our P4 scaling operations allow Dryad
to support deeper trees (see §V-C).

TABLE I: The comparison of adaption time (seconds).

Dryad  
(Pruned ODT) 

SwitchTree/pForest 
(Retrained CART) 

Adaptation Time(s) 0.11 17.71 

Depth 11 11 

Accuracy (%) 98.99 98.99 

F1-score (%) 89.39 89.39 

Dryad  
(Pruned ODT) 

SwitchTree/pForest 
(Retrained CART) 

Adaptation Time(s) 0.11 17.71 

Depth 11 11 

Accuracy (%) 98.99 98.99 

F1-score (%) 89.39 89.39 

Switch 
Dryad 

(Retraining) 
Dryad 

(Pruning) 
SwitchTree/pForest 

(Retraining) 

OpenMesh 
(5 stages) 

19.32 0.23 16.37 

EdgeCore 
(8 stages) 

18.54 0.18 16.70 

H3C 
(12 stages) 

17.83 0.11 17.71 

E. Impact of Soft Pruning

Next, we investigate the impact of soft pruning. We see in
Fig. 9a that soft pruning has no impact on ODT classification
performance and in Fig. 9b that soft pruning can significantly
reduce the number of nodes. In particular, for an ODT of depth
20, the F1-score remains the same after the soft pruning, but
the number of nodes is reduced by 12.20%.

VI. CONCLUSION AND FURTHER DISCUSSION

In this paper, we propose Dryad, a self-adaptive in-network
intelligence system that can adapt to changing switch re-
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Fig. 9: The F1-score and the number of nodes before/after the
soft pruning. Reduction rate = Before−After

Before × 100%

sources. In Dryad, a large and accurate ODT model is trained
at maximum accuracy without any limits on the resulting depth
of the DT. When there is a change in the available resources,
we first run the progressive search algorithm to select the
optimal ODT configuration. Then, we use the ODTCompiler
to generate the corresponding P4 program. We show with
extensive experiments that our Python-based prototype can
finish the adaptation in 1.61s. This is some 161× faster than
retraining afresh using the full dataset.

Our current prototype is implemented in Python. The time
required is still significantly longer than the time taken by
commodity P4 switches to perform reconfiguration, which is
typically in the order of nanoseconds [23]. We believe that
this can be mitigated by re-implementing Dryad with a more
efficient language like C++ that can be 25× [40] to 29× [28]
faster than Python. Also, we can cache (or run offline) the
frequently used configurations for acceleration.
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