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Abstract—Traditional tools like NetFlow face great challenges as both the speed and the complexity of the network traffic increase. To
keep the pace up, we propose HashFlow for more efficient and accurate collection of flow records. HashFlow keeps large flows in its
main flow table and uses an ancillary table to summarize the other flows when the main table is full. With our flow collision resolution
and flow record promotion schemes, a flow in the ancillary table is promoted back to the main flow table with a guaranteed probability
when it becomes large enough. These operations can be performed highly efficiently, so HashFlow can keep up with ultra-high traffic
speed. We implement HashFlow in a Tofino switch, and using traces from different operational networks, we compare its performance
against some state-of-the-art flow measurement algorithms. Our experiments show that, for various types of traffic analysis
applications, HashFlow consistently demonstrates clearly better performance than its competitors. For example, the performance of
HashFlow in flow size estimation, flow size distribution estimation and heavy hitter detection is up to 21, 60 and 35 percent better than
those of the best competitors respectively, and these merits of HashFlow come with almost no degradation of throughput.

Index Terms—Network measurement, flow record measurement, sketch

1 INTRODUCTION

Low record collection tools (e.g., NetFlow [1] and

IPFIX [2]) maintain information such as source and desti-
nation IP addresses, transport protocol, source and destina-
tion ports, start and end timestamps, and the volume of
packets and bytes, for flows. These tools are widely used in
network measurement and analysis, because, unlike SNMP
counters [3] and packet capture tools [4], they achieve a good
balance between the accuracy and scalability of the main-
tained information.

The challenge in flow record collection is to keep up with
the ultra high speed of network traffic while dealing with the
enormous number of concurrent flows. For example, on a
100 Gbps link of the backbone network, hundreds of thou-
sands, even millions, of concurrent flows may exist, and, with
the average packet size of 700 bytes, the time budget for
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processing one packet is around 56 nanoseconds [5], [6], [7].
Therefore, huge-capacity and high-speed memory is required
for flow record collection. However, the high-speed memory
such as SRAM in the commodity routers/switches is scarce
(e.g., with the capacity of a few hundreds of Mbits in our
Tofino switch), while the abundant DRAM is too slow (e.g.,
with the access time of 50~150 nanoseconds [8]) for packet
processing.

One straightforward solution is to use sampling [9],
where only a portion of the packets are used to update the
flow record table. Some advanced sampling algorithms [10],
[11], [12] have been proposed and tailored for specific mea-
surement tasks, with their performance analyzed [13], [14].
However, sampling results in fewer packets and flows
being recorded, undermining the accuracy of the main-
tained statistics. On the other hand, sketches, which are
highly succinct data structures, usually maintain only coun-
ters [15], [16], [17] or a few special flows (e.g., the top-K larg-
est flows) [18], so cannot deal with flow record collection
nicely. The last category of solutions [19], [20], [21], [22],
[23] typically maintain a record for each flow in SRAM, but,
by assuming that the information of large flows is more
valuable, evict small flows when there isn’t enough space.
However, the difficulty lies in that, the flow table must be
updated highly efficiently so that the delay does not exceed
a constant bound, and it’s not easy to determine which flow
is to be evicted.

We follow the last direction and propose HashFlow to
make a further step in improving the efficiency and accu-
racy of flow record collection. The central idea of HashFlow
is to keep large flows (which we also call heavy flows) in its
main flow table as intact as possible, while summarizing the
other flows in an ancillary table when they are bypassed by
the main table due to hash collisions. However, with our
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carefully designed flow collision resolution and flow record pro-
motion schemes, a flow in the ancillary table also gets a
chance to be promoted back to the main flow table when it
becomes large later, and all the operations can be performed
highly efficiently. In particular, the effectiveness of the pro-
motion scheme can be theoretically analyzed with a proba-
bilistic model. With these designs, HashFlow brings no
extra complexity so that it can keep up with ultra-high traf-
fic speed, and achieves better coverage and accuracy in flow
record collection than its state-of-the-art competitors.

We have implemented HashFlow in a Tofino switch [24],
which supports data plane programming with the P4 [25]
language. Then we use traces from different operational net-
works to evaluate its performance under typical metrics
related to flow record analysis. Our experiments show that
HashFlow demonstrates consistently better accuracy than
its state-of-the-art competitors in nearly all cases. For exam-
ple, using a small memory of 1 MB, for a CAIDA trace with
250K flows, HashFlow estimates the sizes of its recorded
flows with an average relative error of 0.12, and estimates
the flow size distribution with a relative error of 0.08, which
are 21 and 60 percent better than those of the best competi-
tor respectively. Moreover, under 500K flows, HashFlow
detects 81 percent of the heavy hitters (which we define as
flows containing at least 10 packets) with a relative size esti-
mation error of 0.33, which are 19 and 35 percent better than
those of the best competitors respectively. At last, we show
that these merits of HashFlow come with negligible poten-
tial degradation of throughput.

Our contributions are summarized as follows:

e We design HashFlow, a novel algorithm for accurate
flow record collection in high-speed networks. Hash-
Flow uses a main table and an auxiliary table to com-
plement each other, and uses flow collision resolution
and flow record promotion to efficiently record flows,
especially large flows.

e We implement HashFlow in a Tofino switch and
achieve the line-speed packet processing on multiple
100 Gbps ports.

e We conduct extensive experiments using traces from
several operational networks and demonstrate that
HashFlow has clearly better performance than the
state-of-the-art competitors.

The remainder of the paper is organized as follows. We
first review some of the works in network measurement in
Section 2, then introduce the rationale behind our design
choices of HashFlow in Section 3. We present the algorithm
details of HashFlow in Section 4, and give the correspond-
ing theoretical analysis in Section 5. Then we describe the
implementation details of HashFlow as well as the other
algorithms used in our performance evaluation in Section 6.
After that, using both real and synthetic traffic traces, we
compare HashFlow against its state-of-the-art competitors
in Section 7. Finally, we conclude the paper in Section 8.

2 RELATED WORK

In this section, we briefly review several state-of-the-art
algorithms in network measurement to prepare the readers
for this field.
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The most widely adopted method of network measure-
ment is packet sampling, where, given a sampling rate p, a
packet is captured with the probability p. Afterwards, the
size of a flow is recovered by multiplying the number of
captured packets of the flow by 1/p. However, packet sam-
pling suffers from flow size bias since the heavy flows con-
taining more packets are captured with a higher probability
than the light flows. Moreover, it's impossible to obtain the
accurate size of a flow since two flows with different sizes
appear the same if the same number of packets are captured
for them. Although many advanced sampling-based algo-
rithms [10], [11], [12], [26] have been proposed to mitigate
the drawbacks, the loss of information is inevitable.

Another popular trend in network measurement is to
design various sketches, which record traffic information
using a compact data structure and fixed computations.
One widely used sketch is count-min (CM) sketch [15],
which consists of d rows of counters where each row con-
tains r counters and has an independent hash function asso-
ciated with it. When a packet arrives, it is mapped to a
counter, and increment the counter by 1, in each row of the
sketch. Finally, given a flow, we get the counters corre-
sponding to the flow ID in each row and take the minimum
one as the estimated size of the flow. Although the update
strategy of CM sketch is simple and efficient, it causes a
huge positive bias in flow size estimation, especially for the
light flows. Conservative-update (CU) sketch [16] and
Count sketch [17] adopt the same data structure as CM
sketch, and the query procedure of CU sketch is the same as
that of CM sketch. However, when a packet arrives, instead
of incrementing each counter this packet is mapped to, CU
sketch only increments the smallest counter by 1, then, tak-
ing the updated counter value in mind, sets each of the
other counters to the larger one of this updated value and
its original value. Count sketch takes a completely different
approach for update and query, as it has two hash functions
h; and g; associated with each row of the data structure.
Both functions take a flow ID as the input, but h; outputs
the index of the counter this flow ID is mapped to, while g;
outputs 1 or -1. Therefore, when a packet arrives, Count
sketch increments each counter this packet is mapped to by
the output of the respective function g;. To obtain the size of
a flow, Count sketch multiplies each of the counters this
flow is mapped to by the output of g;, then takes the median
of the new values as the estimate.

In our experience, the sketches stated above don’t have
satisfying performance in flow size estimation, as shown in
Fig. 10, as they rely heavily on approximation. More impor-
tantly, they cannot generate flow records by themselves as
they don’t maintain flow IDs, which seriously constrains
their usage in network measurement. Therefore, many algo-
rithms maintaining flow IDs explicitly have been proposed.
In the following, we will illustrate some of the most influen-
tial falling in this category.

In FlowRadar [21], when a packet arrives, its information
is encoded into a flow set, then flow records are recovered
from the flow set during the post-processing stage. How-
ever, the chances that such decoding succeeds drop
abruptly if the table is overloaded, rendering the flow set
unusable, which is the price of maintaining information for
every packet indiscriminately with limited memory.
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Fig. 1. A few examples of HashFlow.

Unlike FlowRadar, many algorithms propose to track the
heavy flows preferentially, as the heavy flows are usually
more important for higher applications than the light ones.
A well-known algorithm of this type is Space-Saving
(SS) [18], which maintains an ordered array of counters,
with a flow ID attached to each counter. When a packet
arrives, the counter with the same flow ID as the packet is
incremented by 1, or a counter is allocated to this flow ID if
such a counter doesn’t exist. However, if neither a counter
with the desired flow ID nor an empty counter is available,
the smallest counter is located, its value is incremented by
1, and its flow ID is replaced by that of this packet. While
the error of SS in flow size estimation is theoretically
bounded, it has poor performance in practice. Moreover,
locating a counter with the same flow ID as a given packet
is time consuming, thus it’s challenging, if not impossible,
to implement SS in the programmable switches like P4
switch.

As the popularity of the programmable switches grows,
many algorithms, such as HashPipe [22], PRECISION [27]
and Elastic [23], which track the heavy flows preferentially
and can be readily implemented in P4 platform have been
proposed. The algorithms have the similar data structures,
i.e., several hash tables, each fitting into some stages of the
pipeline of the P4 switch. When a packet arrives, it traverses
the hash tables sequentially, and simple updates are con-
ducted on the hash tables. We argue that the algorithms are
far from perfect, as HashPipe and Elastic tend to split one
flow record into multiple records that are stored in different
locations, each with a partial count, which makes the mem-
ory utilization less efficient, and PRECISION adopts the
approximation skill when creating a flow record, which
undermines the accuracy of flow size estimation. Inspired
by the algorithms, in this paper we propose HashFlow,
which overcomes the drawbacks of the algorithms and
achieves much better performance.

3 MOTIVATION AND DESIGN CHOICES

In this paper we abstract a flow record as a key-value pair
(flowID, count), where the typical 5-tuple (i.e., source and des-
tination IP addresses, source and destination ports, and
transport protocol) [28] is taken as the flowID by default, and
the count field can be either the packet count or the byte vol-
ume. In practice information such as start and end time-
stamps, packet count, and byte volume are usually
maintained altogether, [2] so that many statistics such as
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mean packet size and mean inter-arrival time of packets can
be derived for each flow record.

Due to traffic skewness, we often face an uneven flow
size distribution. For example, a 1-minute CAIDA trace [29]
contains 1.3 x 10° active flows but 87 percent of the packets
are from the top 10° heavy flows, while on a backbone link
of a campus network, we find 4.8 x 10% active flows in 1
minute, where 83 percent of the packets are from the top 4 x
10° heavy flows. With a limited memory budget, it is usu-
ally better to maintain records for the heavy flows preferen-
tially, and discard light flows when the memory is
insufficient, since the heavy flows usually have a greater
impact on most applications such as heavy hitter detection,
traffic engineering and billing.

To implement this strategy, when a new flow is to be
stored but the memory is insufficient, a natural solution is
to replace the smallest flow record stored in the memory.
While Space-Saving [18] and similar data structures [30],
[31] are perfect in picking the smallest flow record, the time
complexity of locating and updating an existing flow record
in the data structures when a new packet arrives is not
O(1), thus they are insufficient for our purpose. For exam-
ple, Space-Saving [18] stores the counters in a linked list
and n flow IDs are attached to the corresponding counters.
Although the flow ID(s) for the smallest counter can be
accessed with O(1) time, in the worst case it may take O(n)
time to locate the counter given a desired flow ID. A good
alternative to this, which we adopted in this paper, is to
maintain the flow records in multiple hash tables of which
each associated with an independent hash function. The
new flow is mapped into a bucket in each hash table, and
the smallest one of the records residing in the buckets is
replaced. Theorem 1 of Section 5 shows that, using this
multi-hashing method, the replaced flow record is very
close to the smallest one in the memory.

Another choice we make in designing HashFlow is to
ensure that a flow never gets split into multiple sub-records
and occupies more than one bucket in the hash tables, since
high-speed SRAM in network devices is a scarce and pre-
cious resource, and the sub-records are more likely to be
discarded because of their relatively small packet counts
and the heavy-flows-first strategy. This design helps to
achieve both better memory utilization and higher accuracy.
On the contrary, some existing algorithms are prone to split-
ting large flows. For example, in our experiments, up to 13
percent of the flows tracked by HashPipe [22] and Elas-
tic [23] are split into at least 2 sub-records in the memory.

4 ALGORITHM

In this section, we will present the detailed data structure of
HashFlow and explain how the different components of
HashFlow interact with each other.

The data structure of HashFlow is composed of a main
table M and an ancillary table A, and M further consists of d
sub-tables M;, My, ...,M,, where d = 3 typically. Each of
M;,M;,..., M, and A is a hash table without bucket chain-
ing, where each bucket can store a flow record in the form
of (key, count). The count field can be either the packet count
or the volume of bytes, and flowID is used as the key in M,
while an 8-bit digest of flowID is used as key in A to save
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space. Besides, we have d + 1 independent hash functions
hi,ho, ..., hy,and g, where h; (i =1,2,...,d) maps a flowID
to one bucket in M;, and g maps the flowID to one bucket in
A. The digest can be generated by truncating some
h;(flowlD).

When a packet p arrives, HashFlow updates M and A in
the following two stages, as illustrated in Algorithm 1,
where A(p) returns 1 if the packet count is considered, or
the size of p if the byte volume is considered.

Stage I. First, we map packet p into the bucket indexed by
idx=h (p.flowID) in M. If M, [idx] is empty, we initialize the
bucket by putting the flowID and A(p) into the bucket. If the
bucket is already occupied by the flow that p belongs to, we
simply increment the count field by A(p). In either case, a
proper bucket for the packet is found, so the process fin-
ishes. Otherwise, a collision occurs, so we repeat the same
process but with hs, ..., hy on My, ..., M, one by one, until
a proper bucket is found for the packet. This is a simple flow
collision resolution procedure similar to d-left hashing, but
we deliberately avoid bucket chaining. It also differs from
existing algorithms such as cuckoo hashing [32], Hash-
Pipe [22] and Elastic [23] by not evicting any existing flow
record, thus preventing any flow record from being split
into multiple sub-records. In case that no proper bucket is
found in M to store p.flowID, p will be sent to stage IL
Besides, along the path p travels in M, we save a sentinel
flow record, which is the one with the smallest count among
the d records that have collided with p.

Stage II. Packet p enters this stage only if a flow record
corresponding to p doesn’t exist in M and an empty bucket
is not found there. In this stage, p is mapped into the bucket
Alidx] where idx = g(p.flowID). Similar to that in stage I, if
Alidx] is empty, we store the flow into this bucket but record
only the digest of p.flowID, instead of the full flowID. When a
collision occurs (i.e., the digest of p.flowlID is different from
the key field of this bucket), we make a different flow collision
resolution by replacing the existing flow record with the
digest of p.flowlD and A(p). Otherwise, the key value is the
same as the digest of p.flowID, so we update the flow record
by adding A(p) to its count. If this updated count is larger
than that of the sentinel flow record we have tracked in
stage I, the flow record promotion procedure replacing the
sentinel one in M with (p.flowID, A[idx].count) is triggered.

Notice that after a flow record in A[idx] is promoted to M,
nothing will happen to the bucket Alidx]. This won’t have
any negative influence on HashFlow, since once the flow
record is recorded in M, all the following packets with its
flow ID will be recorded in M and never reach A. Mean-
while, when another packet with a different flow ID is
mapped to bucket Alidx]|, this bucket will be rewritten
immediately with high probability.

In HashFlow, we use multi-hashing method to decide
where to store a flow record in the M table. This may be
similar to the multi-level hash functions widely used by
large-scale object storage systems such as Hadoop [33] and
Lustre [34], but there is a cirtical difference in how they
resolve collisions. A typical collision resolution strategy
adopted by the multi-level hash functions is chaining, i.e.,
storing those objects hashed to the same bucket in a list.
Therefore, the table storing objects of the storage systems
can be dynamically expanded, and objects will be stored as
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long as there is free space. However, the space used in
HashFlow is fixed, so each bucket can be occupied by at
most one flow record. If a collision occurs, HashFlow will
use its specifically designed flow collision resolution scheme
to decide which one should be kept, and it’s possible that a
flow record is dropped.

No cooperation from other switches is required for Hash-
Flow to do the flow record collection, but the collected flow
records have to be exported periodically to a separate data
server, so that HashFlow can refresh M and A to accommo-
date new flow records. Packets are always processed at line
speed if HashFlow is implemented in a Tofino switch, but
throughput degradation is likely to happen if HashFlow is
implemented in other platforms, especially the CPU based
ones such as Open vSwitch. Load balancing [35] techniques
may help HashFlow to reduce such degradations, and we
leave the study of that to our future work.

Algorithm 1. HashFlow

Input: packet p
//Stagel
flowID « p.flowID, min « oo, pos «— —1,t «— —1
/ /flow collision resolution
fori=1toddo
idx «— h;(flowID)
if M, [idx] == NULL then
M, [idx] < (flowID, A(p)) return < f;
else if M;[idx].key == flowID then
M, [idx].count < M; [idx].count 4+ A(p) < fo
return
else if M;[idx].count < min then
/ /save the sentinel flow record
min < M;[idx].count
t < 1,pos « idx
/ /Stage 11
idx « g(flowID)
digest — My (ﬂOWID)%(Qdigest width)
if A[idx] == NULL or A[idx].key # digest then
Alidx] < (digest, A(p)) < f3
else
Alidx].count < Alidx].count + A(p) < f4
if Afidx].count > min then
/ /flow record promotion < f;
M, [pos|.key « flowID
M; [pos].count < A[idx].count

We use a few examples to illustrate the above algorithm,
and plot the workflow in Fig. 1. For ease of understanding,
we use d =2 and the packet count as the count field of a
flow record. We also make corresponding annotations in
Algorithm 1. When a packet of flow f; arrives, it is mapped
into a bucket of M; indexed by h;( f1), where it collides with
the flow record (fs,4). Then it is mapped into an empty
bucket of M, indexed by hs(fi), and the content of the
bucket becomes (f1,1). When a packet of flow f; arrives, it
collides with flow record (f7,9) in M;, but the bucket it is
mapped into in My happens to have been occupied by f, so
the count field of the bucket is simply incremented by 1.
When a packet of flow f; arrives, it collides with the flow
records in M; and M,, so it is mapped to A. However, it col-
lides with the flow record (fs, 6) there as well, so it replaces
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the flow record with (fs,1). Collisions also occur when a
packet of f; is mapped to M; and My, so it further goes to a
bucket of A indexed by g(f1). Then the count field is incre-
mented by 1 since the key field of the bucket is the same as
the digest of f;. A packet of f; goes through the same proce-
dure and the count of flow record (f;,7) in A is incremented
by 1. Now the count value (i.e., 8) becomes larger than that
of the sentinel flow record (i.e., (fi3,7) in My). Therefore,
flow record promotion is triggered and the sentinel flow
record is replaced by (f5,8).

5 ANALYSIS

We analyze the performance of HashFlow in the case of
packet count theoretically in this section. First, we prove
that the sentinel flow records that may be replaced in the
flow record promotion procedure are relatively small among
the flow records maintained by M (Theorem 1). Then, we
show how many colliding packets a flow is expected to
encounter in A under a certain memory budget (Theorem
2). At last, we prove that a large flow in A will have a good
chance to be promoted back to M (Theorem 3). As Theo-
rems 1 and 2 can be easily extended to the case of byte vol-
ume, this is not true for Theorem 3. Therefore, we will leave
the theoretical analysis of the byte volume case to the future
work.

Suppose that M consists of d subtables M;, My, ..., My,
each with w buckets, and A consists of ¢ buckets, so wd and
c flow records can be stored in M and A respectively.

Theorem 1. On average, a sentinel flow record is smaller than

74 of the wd flow records stored in M.

Proof. For a given sentinel flow record (with flowID f and
size [) in M, according to its definition, there must be a
flow record f; (with size [;) in each sub-table M;, such
that ! = min{ly,ls,...,lq}. Use f(x) to represent the proba-
bility that x is larger than the sizes of at least a fraction y
of the flow records in M, then f(I;) = 1 — y since f; is ran-
domly selected by the hash functions. Therefore

F) = fminfly, ..., 1Y) = f(l)... fla) = (1 —p)"

Then the expectation of f(l) is

1 J 1
1—y)dy =——.
/0( Yy ="

Hence the sentinel record f is expected to be larger than
d—il , or smaller than d%l, of the records stored in M. O

This result shows that, the top wd x diﬂ heavy flow
records in M tend to not be evicted as sentinel ones, so
heavy flows can keep accumulating in M. However, a heavy
flow may also fail to find an empty bucket in M in the first
place, so next we analyze how flow record promotion helps to
record it. Notice that when we refer to a flow record in The-
orem 1, we mean the content maintained in our data struc-
tures, while when we say a flow below, we are referring to
all the packets belonging to this flow.

Suppose that the number of buckets of A is ¢ =[],
where € > 0 is a positive error bound, and 1 -8 (§ < 1) is

some level of robabilitPf guarantee, and IV packets from n
Authorized licensed use limit
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different flows, where flow f; has /; packets (1 < i < n), are
processed by A. Let X; denote the total number of packets
mapped into the bucket Afg(f;)] (.e., the bucket f; is
mapped into) but belonging to flows other than f;.

Theorem 2.

Pr(X; <eN)>1-6.

Proof. For any two different flows f; and f;, we define I;; as

follows:
1,
L= {07

then the number of packets colliding with f; is

it g(fi) = 9(f))

otherwise ’

n

> Ll

J=0,j#i

X; =

For a given i, if we assume g is a standard 2-universal
hash function, then Pr(Z;; = 1) =1, and

E(X))= > E(Il)
J=0.j#i
=0 #i
1 n
== > I <eN.
€ 204

By Markov Inequality [36]

E(X;)

Pr(X; <eN)>1-—
(X < eN) = eN

>1-34.

a

This result is general for any flow f;, so in the following,
we will simply use f, [ and X to denote a flow processed in
A, its packet count, and the number of colliding packets f
may encounter there, respectively.

Now we discuss how flow record promotion is carried out.
A flow f with [ packets can be promoted back from A to M
only if it first bypasses M, then its packets start to accumu-
late in the bucket Afg(f)], and finally its packet count in
Alg(f)] becomes larger than that of its sentinel flow record
in M. Denote the size of the sentinel flow record by %, and
the total number of packets mapped into A[g(f)] by m.
According to Algorithm 1, to promote f to M, more than %
packets of f have to arrive in a row, without being inter-
vened by any of the m — [ packets belonging to the other
flows. This can be abstracted as picking ! boxes from an
array of m ordered boxes randomly, and more than & boxes
picked must be consecutive in location. We denote the total
number of ways where no more than k of the [ picked boxes
are consecutive by G(m, [, k), then it is easy to see, under the
assumption that any packet order is equally possible, the
probability that f can be promoted back to M is p(m, [, k) =
1—G(m,1,k)/(7}). In the following we will show how to cal-
culate G(m, [, k).
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It's obvious that the following equation holds:

1

G(l,l,k):{o’ if 0<I<k

otherwise - )
To calculate the value of G(m, 1, k), we consider the first
box that is not picked for any eligible picking method. It’s
straightforward that the first k& + 1 boxes of the array must
contain at least a box that is not picked. Specifically, if the
i" box is not picked, where i = 0,1,...,k, and all the boxes
before it are picked, then we have to pick another I — i boxes
from the remaining m — (i 4+ 1) boxes, and no more than &
picked boxes should be consecutive in location. Therefore

G(m, 1, k) ZG(m—l—zl i, k). 2)

Lemma 1. G(I +r, L, k) = S0 a,G(l —i,1 — i, k).

Proof. For any G(m, 1, k), we define its arqument distance as
m — . It's obvious that, for any G(m,l, k), when it is
expanded once using Equation (2), all the expanded
items, namely G(m —1 —i4,l —i,k) forany ¢ =0,1,...,k,
have the same argument distance m — [ — 1. Therefore, to
expand G(l + r,l, k) into the sum of items which have the
argument distance of 0, it must be expanded r times
recursively.

Consider the second argument of the expanded items
(e.g., l—iin G(m —1—1,l—1,k)). In the best case, the
second argument keeps the same after every expansion,
but it is reduced by k after every expansion in the worst
case. Therefore, the final expansion of G(I+r,1l k) is
enclosed by an item G(,l,k) and another item
G(l =7kl —rk k).

The item G(I— (zk+c),l — (zk+c¢),k), where 0 <
z < r,0<c <k can be derived by the following pro-
cess:

G(l+r,1,k)
=+ G+ (r=1)—kl—kk) +
=+ G+ (r—z)—ak 1 —xkk)+ -
G+ (r—z—1)— (zk+c),l— (vk+c), k) + -

-+ G- (zk+c),l — (xk+¢), k) + -+

Therefore, after being expanded r times, the expan-
sion of G(l+r,1, k) contains and only contains the items
G(l—i,l—i,k) wherei=0,1,...,rk. Hence the theorem
holds. ]

Lemma 2. Denote the coefficient of G(I—t,1—t,k) in the
expansion of G(1+r,l,k) by [G(l—t,1—t,k)]G(+r k),

and the Coefﬁcient of 2t in the 6Xpbl?lSiO1’l Of (1 Y4+ Jik)r
by[xt](l+a:+...+mk)r'1:o,,t:0717...7rk
GUl—t,1—t,k)GI+7r k) =[2]1+z++2")

Proof. We prove the theorem by mduct10n First, in the case
where r=1, G(l+1,1,k) = Z ol xG(l—1i,l—1ik). So
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the coefficient of G(I — t,1 —t, k) (i.e., 1) is the same as the
coefficient of ' in (1 4 = + - - 4+ 2)".

Now suppose that the theorem holds for the case
where r = b. Based on the assumption, we will prove
that the theorem holds for the case where r = b + 1.

By definition

.
=> G((I—i)+bl—ik)

=0

tLRGI+b+1,1,k)

Gl+b+1,1,k)

=[Gl —t1-

k
:Z[G

=0

(1=t 1—t,k)|G((1— i)+ b1 —i, k).

Meanwhile, for any ¢ = 0,1,...,k

G —t,1—t, k)= G((L— 1) — (t— 1), (1 — i) — (t— 1), k).

Since the theorem holds for the case where r = b, the
coefficient of G(I —t,l —t, k) in the expansmn of G((I—-

i) +b,1 — i, k) is equal to [mt T14+z+- 2*)’. This in
turn gives
k
[GU—t,1-tk)GU+b+1,1k) = JA+z+ -+
z:()

Notice that the coefficient of z' in the expansion of (1 +

4+ is
k
[ ](1+ZE+ b+1 Z 144+ k)b‘
=0
So [G(I—t,l—tk)]|G(I+ (b+1),l,k) is equal to
[2](1+ 2+ ---+2")"™. Hence the theorem always
holds. O

Lemma 3. The value of G(m, [, k) can be calculated as follows:

l r

k+1)+r—1
Gim k) = 5 S (-1 ()( (1 D+r >
i=l—k =0
o(i —t(k+1))o(rk —1),
where
1, if >0
ofz) = {O, otherwise’ )

andr =m — L.

Proof. According to Lemmas 1 and 2

Zaz (I—1i,l—1,k),

+ k)"

G(m,Lk) = G(l+r,1,k) =

where a; = [z](1 +z + - -
As stated earlier

1, if 0<I<k
0, otherwise °

G 1Lk) =
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Therefore

!
a;o(rk —1i) 4)
i=l—k

G(m,l k) =

By multinomial theorem [37], the coefficient of 2" in
the expansion of (1 +z + -+ + %) is

Z( 1) ()(T—H_:__I(k—i_l))a(i—t(k—i-l)).

So the value of G(m, [, k) is
t(k+1)

Clm. LK) Zl: ()(z— 7‘_1-1-7“—1).

i=l—k t=0
o(i —t(k+1))o(rk —1),

r

wherer =m — [. a

In the following, we will establish a connection between
the possibility that a flow is promoted and the size of A,
when a total number of N packets are processed by A.

Theorem 3. Suppose that the packet count of the sentinel flow
record is k, denote the event that a flow f containing | packets
is promoted by A, then

N—I . _ € i
A)_Z[l—G(lz%l’k)} _ (Ni z) '(1 (€d)

— — ey

> [1- G+ eN,l,k)/(l *;N)]u 5.

Proof. Suppose that every packet except those of f are
mapped into the buckets of A with the same probability,
and X packets besides those of f are mapped into the
bucket that f is mapped into, then, as stated before, the
probability that f is promoted is Pr(A)=1-G(+
X,1,k)/ ("), and

Pr(X =i) = (N,_l)

2

(-
N <NZ_ l) (1 —(:));”N

where ¢ = [L] is the number of buckets of A. Therefore

N-I

Pr(A) = Pr(A|X =i)Pr(X =)
=0
GU+i,Lk)| (N=I\ ()
(l-ﬁ—t) :| ( 7 > (1 _ E(S)H—i_]v .

Meanwhile, by Theorem 2 and total probability theo-
rem

N—1
- Z 1
=0

1075
N
Pr(A) =) Pr(A|X =i)Pr(X =1)
=0
eN
> ) Pr(A|X = i) Pr(X =1)
i=0
eN
> " Pr(A|X = eN) Pr(X =)
i=0
=Pr(A|X =eN)Pr(X <eN
> [ Gl + eN.1LK)/ ( )] 1-5).
Hence the theorem holds. a

We denote the top j;’d flows in the monitored traffic by
heavy flows, and the other flows by light flows. According
to Theorem 1, the heavy flows and a few light flows should
be maintained in M with high probability. Suppose the sum
of packet counts in M is (), the heavy flows contains ® pack-
ets, and the other light flows maintained in M contains «
packets, then () = O + a. Meanwhile, suppose A packets are
directly recorded by M, and the flow record promotion is trig-
gered s times, then () = A + s, since a sentinel flow record
of size k in M is usually replaced by another flow record of
size k+ 1 when flow record promotion is triggered. Since s
and a should be far smaller than ®, A =0 +a— s~ 0.
Therefore, the number of packets processed by A, which we
denote by N, should approximate the number of packets
from the light flows defined above, which we denote by N'.
To prove the prediction, we replay the CAIDA trace using
HashFlow with the memory of 1 MB. As shown in Fig. 2a,
the number of packets processed by A is very close to the
number of packets belonging to the light flows.

To illustrate the equality part of Theorem 3, we set § to
0.1, set € to 0.01, and set the packet count of the sentinel
record (i.e., k) to 5. First, we generate and replay N = 10000
packets which consist of a flow containing [ packets and
another N — [ random packets, with { increasing from 10 to
50. We repeat the experiment 10000 times and calculate the
probability that the I-packet flows are promoted. Second,
we take and replay N = 10000 packets from the CAIDA
trace. We repeat the experiment 2757 times, then calculate
the probability that flows with various sizes are promoted.
Fig. 2b shows that the probability that the flows of the syn-
thesized trace are promoted strictly conforms to that pre-
dicted by Theorem 3. Notice that the flows in the CAIDA
trace are promoted with higher probability than that pre-
dicted. We argue that it's because strong locality exists in
the real traffic since the packets of the same flow tend to
arrive continuously, which helps the flows to be promoted.

6 IMPLEMENTATION

We have implemented the algorithms used in this paper in
python (software implementation), and HashFlow and PRE-
CISION [27] in P4 [25] in a Tofino switch [24] with the type
of Wedge 100BF-32X [38] (hardware implementation) in
particular. Especially, the codes for FlowRadar [21], Elas-
tic [23], HashPipe [22] and PRECISION [22] are rewritten

Authorized licensed use limited to: Peng Cheng Laboratory. Downloaded on January 08,2024 at 02:58:47 UTC from IEEE Xplore. Restrictions apply.



1076
_ 61 > N 1.0
5 / Rel
S | & N = 0.8
X4 @
5 50.6
Rl S
Eo9l g 0.41
Z: 19 —— SYN
o
| 0.2 —<— CAIDA
1 2 3 4 5 10 20 30 40 50

Num. of Packets (x109) Flow Size (Packets)
(a) (b)

Fig. 2. (a) The number of packets processed by the A Table (denoted by
N) and that predicted by Theorem 1 (denoted by N’); (b) The promotion
ratios predicted by Theorem 3, achieved by the synthesized traffic, and
achieved by the CAIDA trace.

based on their published code, while SpaceSaving [18], CM
sketch [15], CU sketch [16] and Count sketch [17] are imple-
mented based on the algorithms in the published papers.
The memory allocated to the algorithms is 1 MB by default.

A P4 program is composed of a bunch of match-action
tables, and is compiled into a pipeline consisting of multiple
stages. Multiple match-action tables can be packed into a
stage and executed in parallel if they are independent of
each other, but two tables with dependency relationship
must be placed in different stages. Moreover, every stage
contains a certain amount of SRAM' which can only be
accessed by the tables located in the same stage. There are
only very limited number of stages in the Tofino switch.?
Therefore, the P4 programs must be very carefully designed
so that HashFlow and PRECISION can fit into the pipeline.

We use SRAM to store flow records in our implementa-
tion. M consists of three sub-tables M, M, M3 in the imple-
mentation of HashFlow. We use 5 arrays of buckets for the
key fields (i.e., one array for the srcip, dstip, protocol,
srcport, dstport respectively) of My, M, M3 in stage 0, 2, 4,
and one array of buckets, each bucket with the width of 32
bits, for their count fields in stage 1, 3, 5. The A table where
the key fields and count fields all have the width of 8 bits is
in stage 6. We record the count fields and indexes of the
buckets a packet is mapped into when the packet is proc-
essed by M;, M, and Mj;, and determine the sentinel flow
record and update A in stage 6. Stage 7 determines whether
to trigger the flow record promotion, and if does, it is triggered
in stage 8. This implementation contains more than 1000
lines of P4 source code, but uses 9 stages only. We share the
source code here [39].

While the flow record promotion procedure requires to
revisit one of the sub-tables of M, backtracking is not
allowed in the pipeline. Our solution is to use the resubmit
primitive, which sends a packet and some metadata to the
ingress of the pipeline. When the resubmitted packet is
processed, the resubmitted metadata can provide enough
information for replacing the sentinel flow record. Since
more packets than that transmitted through the Tofino
switch are processed when the resubmit primitive is used,
the throughput of the switch is influenced negatively. In

1. It is called register in the context of Tofino, but we avoid this termi-
nology to avoid confusion with the registers in the CPU architecture.

2. We cannot present the specific number of stages available in our
Tofino switch due to the Non-Disclosure Agreement.
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Section 7.6 we will evaluate the loss of throughput caused
by the resubmit primitive.

Following recommendations in the corresponding
papers, we use four sub-tables of equal size for HashPipe
and PRECISION. With regards to FlowRadar, we use four
hash functions for its bloom filter and three hash functions
for its counting table. The number of buckets in the bloom
filter is 40x of that in the counting table.

Elastic paper [23] provides various versions of Elastic.
We pick the P4 version (denoted by P4 Elastic) and hard-
ware version (denoted by Hardware Elastic) in this paper
for evaluation. Hardware Elastic contains a heavy part,
which consists of three sub-tables with the same number of
buckets, and a light part. Instead, P4 Elastic doesn’t have a
light part, and its heavy part consists of four sub-tables
with the same number of buckets. As recommended in the
paper, the value of X is 8 for Hardware Elastic and 32 for P4
Elastic.

The implementation of SpaceSaving consists of a Space-
Saving sketch and a hash table, each occupying half of the
allocated memory. When a new packet arrives, if a flow
record corresponding to it exists in the hash table, we sim-
ply update the flow record there. Otherwise, we create a
flow record for this packet in the hash table and the sketch
if the hash table is not full, or query the sketch (and synchro-
nize it with the hash table meanwhile) for the flow record
with the minimum packet count and replace it with a new
one corresponding to the new packet if the hash table is full.

The implementations of Count, CM, CU use three data
structures, namely, a Count/CM/CU sketch, a hash table,
and a min heap. The sketch occupies half of the allocated
memory, and each of the min heap and hash table occupies
1/4 of the allocated memory. Moreover, the sketch uses
four hash functions. When a new packet arrives, we use it
to update the sketch, which will return an estimated size of
the flow record corresponding to the packet. Then we use
this packet and the estimated size to update the hash table
and the min heap. If a flow record corresponding to the
packet exists in the hash table, the packet count of the flow
record is incremented by 1 simply. Otherwise, the min heap
will synchronize with the hash table and give a flow record
with the minimum packet count. This flow record will be
replaced by the flow record consisting of the flow ID of the
packet and the estimated size given by the sketch if its
packet count is smaller than the estimated size.

To save space, we use HF, HP, FR, SS, PE, HE in place of
HashFlow, HashPipe, FlowRadar, SpaceSaving, P4 Elastic,
Hardware Elastic, respectively, when plotting figures.

7 EVALUATION

In this section, we evaluate the performance of HashFlow in
various applications, but we mainly focus on flow records
in terms of packet count, and we will state it explicitly when
byte volume is considered.

7.1 Methodology

We use 4 traces from different operational networks,
namely, one from a 40 Gbps backbone link provided by
CAIDA [29], one from a 10 Gbps link in a campus network,
one from a backbone link of the Hutchison Global
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TABLE 1 TABLE 2
Traces Used for Evaluation Metrics Used for Various Applications
Trace Max Flow Size Ave. Flow Size # Concur. Flows® WRE  ARE  F1 Score
CAIDA 460212 pkts 20.4 pkts 149339 General Flow Size Estimation v v x
Campus 1554222 pkts 9.1 pkts 774510 Flow Size Distribution Estimation X v X
HGC 213979 pkts 11.4 pkts 124244 Heavy Hitter Detection x v v
CERNET 27209 pkts 16.7 pkts 93977 Top-K Heavy Flows Detection x v v

3 the number of concurrent flows.

1.0
03] 0.8
0.6 0.61
& —— a8 ——
O 0.4 —e— CERNET | © 04 —e— CERNET
0.2 —A— CMP 0.2 —A— CMP
—<— HGC —<— HGC
0.0& | bt 00l |t
0 2 4 6 8 10 0 2 4 6 8 10

Flow Size (Pakets) Top Flows (%)

(a) Flow Size Distribution (b) Packet Distribution

Fig. 3. Light flows accounts for a great portion of the flows, but most
packets are from the Heavy flows.

Communications (HGC), and the other one from a 10 Gbps
backbone link in CERNET [40], for performance evaluation.
Some flow level (defined by the typical 5-tuple [28]) statis-
tics, as summarized in Table 1, shows that the traffic in dif-
ferent traces differs greatly from each other. However, by
having a deeper inspection into the flows, we find that they
all exhibit a similar skewness pattern. For example, about
90 percent of the flows are light flows containing no more
than 10 packets (as shown in Fig. 3a), while the top 10 per-
cent heavy flows account for about 85 percent of the packets
(as shown in Fig. 3b).

Applications considered for performance evaluation
include general flow size estimation, flow size distribution
estimation, top-k heavy flows detection, and heavy hitter
detection, where, given a threshold T, a flow is recognized
as a heavy hitter only if it contains no less than T packets.
Given a packet sequence, with regards to each application,
a target set S is defined, and the algorithm to be evaluated
will give an estimated set S. For example, S is the set of all
the flows, heavy hitters, or top-k heavy flows, contained in
the packet sequence for general flow size estimation, heavy
hitter detection, or top-k heavy flows detection, respec-
tively. Given a flow £, S[f] (or S[f]) is the size of fin'S (or S).
For flow size distribution estimation, S consists of pairs in
the form of (k,n;) and S[k] = n;, where k is an integer and
ny is the number of flows containing & packets. For all the
applications, S[z] =0 by default if 2 ¢ S and len(S) is the
number of elements in S.

We use Average Relative Error (ARE), Weighted Relative
Error (WRE) and F1 score, to evaluate the performance of
the algorithms. ARE and WRE are defined as follows:

1 Sfz] - 8]
ARE =175 ves|~ ST
3 es|Slz] — Sl
ZIES S[I} .

WRE =

—— CAIDAs—H— CMPs
->-- CAIDA.h--%-- CMP.h

—— CAIDAs—H— CMPs
->-- CAIDA.h->¢-- CMP.h

1.(] (}.5,
§0.9 SR
(%] [a 9 |
s ;o.d
os Z 024
T

1]
0.71 0
20 40 60 &0 100 0 40 60 8 100

Threshold (Packets) Threshold (Packets)

(a) F1 Score (b) ARE

Fig. 4. The performance of hardware and software implementations of
HashFlow in heavy hitter detection.

We defineStobe S = SN, so the precision rate (PR) and
recall rate (RR) are

len(S len(S
pR — 1) pg _len)
len(S) len(S)
and F1 score is defined as
2.PR-RR
F1 =2 -
Score = TR TRR

The relationship between the applications and the metrics
are shown in Table 2.

7.2 Hardware versus Software

In the following, we will evaluate the performance of Hash-
Flow using the software implementation for flexible param-
eter tuning and statistics collection, but before that, we need
to prove the correctness of this implementation by compar-
ing its performance with that of the hardware implementa-
tion. Meanwhile, to evaluate the impact different hash
functions have on the performance of HashFlow, we use
CRC for the hardware implementation and MD5 for the
software implementation to generate the digest and
indexes. We use the two implementations to detect the
heavy hitters with the threshold increasing from 10 packets
to 100 packets while replaying 107 packets from the CAIDA
trace and the Campus trace, using a Cisco UCS server to
push the packets through the Tofino switch particularly for
the hardware implementation. As shown in Fig. 4, the dif-
ference in performance between the two implementations is
negligible, which assured that the software implementation
is correct, and the impact different hash functions have on
the performance of HashFlow is insignificant.

7.3 Application Performance
General Flow Size Estimation & Flow Size Distribution Estima-
tion. In this experiment, we replay a number of packets
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Fig. 7. Average relative error (ARE) for flow size distribution estimation.

from each of the traces, then evaluate the performance of
HashFlow, P4 Elastic, HashPipe and PRECISION in general
flow size estimation and flow size distribution estimation.
The number of replayed packets increases from 5 x 10° to
5 x 10°. As shown in Fig. 5, although the ARE of PRECI-
SION is smaller than that of HashFlow when the number of
replayed packets is small, the ARE of HashFlow is better
than those of the competitors when the number of packets
is no less than 1.5 x 10°. When it comes to the metric of
WRE, the performance of HashFlow is much more out-
standing. For example, as shown in Fig. 6, when 5 x 10°
packets from the CAIDA trace are replayed, the WRE of
HashFlow is 0.12, which is 21 percent better than that of the
best competitor. Fig. 7 shows that, when doing flow size dis-
tribution estimation, the performance of HashFlow is clearly
better than those of the competitors. For example, when 5 x
105 packets of CAIDA are replayed, the ARE of HashFlow
(i.e., 0.08) is 60 percent smaller than that of the best
competitor.

Num. of Packets (x10°) Num. of Packets (x10°)

(c) HGC (d) CERNET

Notice that the performance of HashFlow varies across
data sets, which we believe is caused by the difference in
the traffic patterns of the traces. Consider the flow size
entropy defined as — )~ ™ In ", where m is the total number
of packets and m; is the number of packets in flow f;. It is
expected that HashFlow will perform worse for a data set
with a larger entropy, since that means greater randomness
in flow sizes. Actually, the CAIDA trace has an entropy of
9.58 and the Campus trace has an entropy of 11.72, while
the other traces sit in between.

When the number of replayed packets is small, FlowRa-
dar collects the flow records very accurately, and Hardware
Elastic usually has better performance than P4 Elastic since
the light part of Hardware Elastic can compensate for the
packets that are not recorded by the heavy part. However, if
too many packets are processed, the light part of Hardware
Elastic and the counting table of FlowRadar may be over-
whelmed, making their performance degrade abruptly.
Therefore, we conduct another experiment, where we
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Fig. 8. Average relative error (ARE) for general flow size estimation.
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Fig. 9. The performance of HashFlow in heavy hitter detection.

increase the number of replayed packets from 3 x 10? to 6 x
10°, and evaluate the performance of HashFlow, Hardware
Elastic and FlowRadar in general flow size estimation. As
shown in Fig. 8, when no more than 2.4 x 10° packets of
CAIDA are replayed, the ARE of FlowRadar is 0, which is
perfect performance. However, when the number of
replayed packets becomes 2.7 x 10°, the ARE of FlowRadar
increases to 0.58 abruptly. On the contrary, the ARE of
HashFlow increases smoothly, and is clearly better than
that of Hardware Elastic. For example, when 6 x 10° packets
of CAIDA are replayed, the ARE of HashFlow (i.e., 0.24) is
36 percent smaller than that of Hardware Elastic.

Since the performances of HashFlow as well as the other
algorithms on the traces are similar, in the following we will
present the performance of the algorithms using only one of
the traces as the representative case.

Heavy Hitter Detection. To evaluate the performance of
HashFlow in heavy hitter detection, we replay 107 packets
from the HGC trace, then calculate the ARE and F1 score of
the algorithms as the threshold of heavy hitters increases
from 10 packets to 100 packets. As shown in Fig. 9, the algo-
rithms have better performance as the threshold increases,
and HashFlow achieves the F1 score of 0.99 and the ARE of
0.02 when the threshold is 100 packets. While the perfor-
mance of PRECISION is very close to that of HashFlow
when the threshold is large, it has bad performance for the
smaller thresholds since in PRECISION the light flows are
replaced randomly, and a new flow is recorded with an ini-
tial packet count irrelevant to its size. For the thresholds of
10 packets and 20 packets, the F1 scores of HashFlow are
0.76 and 0.90 respectively, which are 20 and 14 percent bet-
ter than those of the best competitor, and the AREs of Hash-
Flow are 0.41 and 0.19 respectively, which are more than 23
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Fig. 10. The performance of HashFlow in top-K heavy flows detection.

percent better than those of the best competitors. It's worth
noting that when the CAIDA trace is replayed, for the heavy
hitters with the threshold of 10 packets, the F1 score and
ARE of HashFlow are 0.81 and 0.33 respectively, which are
19 and 35 percent better than those of the best competitors.

Top-K Heavy Flows Detection. To evaluate the performance
of HashFlow in top-k heavy flows detection, we replayed a
number of packets from the Campus trace. The number of
replayed packets increases from 5 x 10° to 5 x 10°. Then we
evaluate the performance of HashFlow, Count sketch, CU
sketch, CM sketch and SpaceSaving in collecting the top 10*
heavy flows. As shown in Fig. 10, the F1 score of HashFlow
(=0.99) is about 7 percent better than that of the best com-
petitor, and the ARE of HashFlow (~0.015) is about 84 per-
cent smaller than that of the best competitor. It’s clear from
Fig. 10 that as the number of replayed packets increases, the
performance of HashFlow is very steady while that of the
other algorithms degrade constantly. That’s because the old
information in a bucket of A of HashFlow is erased when-
ever collision occurs in it, while for the other algorithms, the
information in the sketches is accumulated as more packets
are processed, making the error in flow size estimation
increase constantly, which may result in the tracked heavy
flows being replaced by the light flows mistakenly.

7.4 Measurement Accuracy and Memory
Consumption

To evaluate the performance of HashFlow when the mem-
ory allocated changes, we replay 2 x 107 packets of the
CAIDA trace, and increase the memory consumption of the
algorithms from 1 MB to 5 MB. Since 5 MB of memory can
accommodate about 2.5 x 10° flow records only, and the 2 x
107 packets contains more than 10° flows, it’s meaningless to
evaluate the performance of HashFlow in general flow size
estimation. Instead, we evaluate the performance of Hash-
Flow and the competitors in heavy hitter detection with the
threshold of 10 packets. As shown in Fig. 11, as the allocated
memory increases from 1 MB to 5 MB, the F1 score of Hash-
Flow increases from 0.61 to 0.98, which is 5%~24% better
than that of the best competitor, and the ARE of HashFlow
decreases from 0.58 to 0.04, which is 18%~69% better than
that of the best competitor.

7.5 Measurement Accuracy and Traffic Skewness
To evaluate the performance of HashFlow for various traffic
atterns, we generate a packet sequence following the zipf
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Fig. 12. Performance for heavy hitter detection with T' = 10.

distribution [41]. The packet sequence contains 5 x 10°
packets and the average flow size is 20 packets. We increase
the skewness parameter of the zipf distribution from 0.6 to
1.2, then compare the performance of HashFlow in heavy
hitter detection with the threshold of 10 packets against
those of the competitors. As shown in Fig. 12, HashFlow
usually has better performance than its competitors. Espe-
cially, when the skewness parameter is 0.9, the F1 Score and
ARE of HashFlow are 0.77 and 0.39, which are 13.9% and
16.0% better than those of the best competitor respectively.

7.6 Influence of the Resubmit Primitive

As stated in Section 6, we use the resubmit primitive to do
the flow record promotion. The influence of this solution is
twofold. On the one hand, when a packet is resubmitted, it
is passed to the ingress of the pipeline, and several other
packets that are already in the pipeline have to be processed
before the sentinel flow record is replaced, thus the effec-
tiveness of the flow record promotion may be undermined. On
the other hand, the resubmit operation results in some pack-
ets being processed twice, which may degrade the through-
put of the Tofino switch. In this section, we will evaluate the
influence the use of resubmit primitive has on the perfor-
mance of HashFlow.

First, we set the delay (in packets) for replacing the senti-
nel record of the software implementation to a certain value
t, so that once the flow record promotion is triggered, the senti-
nel record is replaced only after another ¢ packets are proc-
essed. Notice there are only a few tens of stages in the
pipeline of a Tofino switch, the delay should be very small.
We replay 107 packets from the Campus trace, then collect
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Fig. 13. The performance of HashFlow in heavy hitter detection.
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Fig. 14. The throughput and resubmit ratio for the Tofino switch.

heavy hitters using HashFlow with the delays of 0 packets,
10 packets, 50 packets and 100 packets respectively. As
shown in Fig. 13, the difference in performance of Hash-
Flow with different delays is negligible, so it's usually safe
to use the resubmit primitive for flow record promotion.

Notice that both HashFlow and PRECISION adopt the
resubmit primitive. To evaluate the throughput of HashFlow
and PRECISION, we connect the Tofino switch to a Spirent
SPT-N4U tester [42] using optical fibers and 100 Gbps opti-
cal transceiver modules. We use four ports of the Tofino
switch, and initiate 16384 flows for each port, so that 65536
flows in total are active in the traffic. The packet size is 700
bytes, for each port the flow speeds follow the zipf distribu-
tion [41], with their sum being about 99.99 Gbps meanwhile
(it is impossible to make the sum 100 Gbps exactly), and the
experiment duration is 5 seconds. We allocate about 540 KB
of memory to the algorithms so that the algorithms can
maintain about 30K flow records. As shown in Fig. 14a, as
no packet losses are observed during the 5 seconds, the
throughput of the Tofino switch is almost 400 Gbps. Some
packet losses are observed when the experiment lasts 60 sec-
onds, but the number of packet losses is much smaller than
that of the resubmit operations, implying that not all resubmit
operations result in packet losses.

We also define Resubmit Ratio as follows:

number of resubmit operations

Resubmit Ratio =
number of packets

As shown in Fig. 14b, in this experiment the resubmit primi-
tive is triggered about 14.5K times by HashFlow, making
the Resubmit Ratio about 3.2 x 107, which is significantly
smaller than that of PRECISION. In a more realistic experi-
ment where 5 x 10° packets from the HGC trace are pushed
by a Cisco UCS server through the Tofino switch, the resub-
mit primitive is triggered 51.1K times by HashFlow, and the
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Resubmit Ratio of HashFlow (1.02%) is much smaller than
that of PRECISION (6.39%) as well. Therefore, in the
extreme case where each resubmit operation results in a
packet being dropped, the throughput degradation of Hash-
Flow is no more than 1.02%.

7.7 The Choice of Number of Sub-Tables

Notice that we use 3 sub-tables for the main table M by
default. In this section, we will demonstrate the perfor-
mance of HashFlow when more or fewer sub-tables are
used. We create eight instances of HashFlow where the
number of sub-tables of M increases from 1 to 8, then replay
5 x 106 packets from each of the four traces, and use the
eight instances to do the general flow size estimation and
the flow size distribution estimation. As shown in Fig. 15,
when the number of sub-tables increases from 1 to 3, the
performance of HashFlow is improved significantly, but
when it increases further, the improvements become trivial.
For example, when this number increases from 2 to 3, the
WRE for the Campus trace decreases from 0.358 to 0.339,
but when it increases from 3 to 4, the WRE decreases from
0.339 to 0.331 only. In our implementation, each sub-table
consumes 2 stages of the pipeline, and a maximum number
of 4 sub-tables are supported by our Tofino switch, but this
setting requires to do 6 (i.e., (3)) comparisons to obtain the
sentinel flow record, which is much more tedious when con-
figuring the match-action tables from the control plane than
the case where there are 3 sub-tables and 3 (i.e., (3)) compar-
isons are needed to obtain the sentinel flow record. There-
fore, we believe that it is a good choice to take 3 as the
default number of sub-tables.

7.8 Packet Count versus Byte Volume

As mentioned in Section 4, HashFlow is able to collect flow
records based on the packet count as well as the byte vol-
ume. To illustrate the strength of HashFlow in byte volume
oriented flow record collection, we replay a sequence of
packets from the CAIDA trace and the HGC trace, with the
number of replayed packets increasing from 5 x 10° to 5 x
109, then use HashFlow to collect the top 10 percent heavy
flows by considering the packet count and the byte volume
respectively. As shown in Fig. 16, HashFlow generally has
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Fig. 16. Performance of HashFlow in detecting the top 10 percent flows
when packet volume and byte volume are considered respectively.

better performance when byte volume, instead of the packet
count, is considered. For example, when 5 x 106 packets
from the CAIDA trace are replayed, the ARE when byte vol-
ume is considered is 42.0% better than that when the packet
count is considered.

8 CONCLUSION

We propose HashFlow for efficient collection of flow
records, which is useful for a wide range of measurement
and analysis applications. The flow collision resolution and
flow record promotion are of central importance to
HashFlow’s accuracy and efficiency. We analyze the perfor-
mance bound of HashFlow based on a probabilistic model,
and implement it in P4 in a Tofino switch. The evaluation
results based on real traces from different operational net-
works show that HashFlow consistently achieves clearly
better performance than its competitors in all the cases. In
the future, we plan to study how to make it adaptive to
more accurate measurement of light flows and network-
wide measurement.
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