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Abstract
Video anomaly detection (VAD) is vital for public safety, yet cur-
rent approaches struggle with limited generalization, low inter-
pretability, and high resource demands. To address these chal-
lenges, we propose HoloTrace, an edge-cloud collaborative VAD
system that integrates large language models (LLMs) to construct
and update a novel bidirectional causal knowledge graph. At the
edge, HoloTrace leverages LLM-based cross-modal understanding
and employs HiddenMarkovModel (HMM) for bidirectional event
reasoning, obtaining anomaly boundaries with low computational
overhead. On the cloud side, LLMs are leveraged to dynamically
update the Bi-CKG graph with key frames sent from the edge, in
order to update causal relationships between events. Additionally,
we introduce SVAD, a new large-scale VAD dataset comprising
632 real-world surveillance videos across 10 anomaly types and
diverse scenes, with manually labeled frame-level annotations. Ex-
perimental results demonstrate that HoloTrace not only achieves
the highest accuracy but also enhances interpretability and effi-
ciency, paving the way for more generalizable and explainable
video anomaly detection systems.

CCS Concepts
• Computing methodologies → Scene anomaly detection;
Knowledge representation and reasoning; Machine learn-
ing.
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1 Introduction
Video Anomaly Detection (VAD) aims to identify anomaly events
in videos and plays a crucial role in applications such as traffic
monitoring [39] and public safety [30, 58]. With the growing num-
ber of surveillance cameras and increasing video resolutions, tradi-
tional centralized VAD approaches face challenges related to lim-
ited bandwidth and computational resources. Leveraging hetero-
geneous edge-cloud resources for low-latency, high-accuracy VAD
has become a key focus in industry and academia.

On one hand, the sheer volume of video data makes uploading
all data to the cloud for analysis impractical due to bandwidth lim-
itations and high end-to-end latency, which hinders timely anom-
aly detection. On the other hand, the limited computational and
storage capabilities of edge devices prevent them from handling
compute-intensive analytics tasks at the data source.

From amethodological perspective, traditional VAD approaches
can be categorized into three types based on the availability of an-
notated data: unsupervised [10, 11, 32, 34], fully supervised [18, 57],
and weakly supervised [17, 19, 50]. Unsupervised VAD typically
learns only from normal samples, while fully and weakly super-
vised VAD are trained on videos containing anomaly events with
frame-level or video-level labels. Recently, large language models
(LLMs) have been integrated into VAD systems to enable training-
free and interpretable analysis due to their strong capabilities in
logical reasoning and zero-shot learning [21, 41, 57].
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Figure 1: Construction process of a Bi-CKG graph.

Despite the promising performance of the aforementioned sys-
tems and methods, several limitations remain: (i) Zero-shot gen-
eralization: Previous approaches can only detect anomalies based
on prior knowledge of known anomaly types, making them inca-
pable of identifying unseen anomalies; (ii) Interpretability: Most
existing methods focus solely on prediction accuracy, treating the
decision-making process as a black box and lacking the ability
to explain the underlying causes of anomalies; (iii) Inference cost:
Prior works prioritize detection accuracy while overlooking crit-
ical deployment factors such as latency, computational overhead,
and bandwidth consumption; (iv) Lack of high-quality datasets: Ex-
isting VAD-related datasets either contain only video-level anno-
tations or of low scene diversity, limiting the development of accu-
rate VAD models with fine-grained results.

In recent years, Causal Knowledge Graph (CKG) has emerged
as a model that integrates and stores causal relationships within
data along with related knowledge [9]. CKGs exhibit strong causal
inference capabilities, not only revealing causal relationships be-
tween events but also aiding in the reasoning of anomaly events.
Traditional CKGs [23, 35, 54] are typically constructed offline using
predefined datasets and contain only unidirectional associations
between events. However, we observe that causal inference often
involves bidirectional logical relationships. For example, an explo-
sion as a preceding event can lead to thick smoke as a subsequent
event, while the presence of thick smoke can also be used to infer
the occurrence of an explosion. Moreover, traditional CKGs rely
on large-scale real-world datasets, which hinders their rapid con-
struction and dynamic adaptation.

To address these challenges, we propose HoloTrace, an edge-
cloud collaborative VAD system that integrates an LLM-based bidi-
rectional causal knowledge graph. The core idea of HoloTrace is
to assign dedicated nodes to key events in the video and estab-
lish bidirectional occurrence probabilities between them, forming
a Bidirectional Causal Knowledge Graph (Bi-CKG). The construc-
tion process of a Bi-CKG graph is shown in Fig. 1.

Specifically, on the edge side, we first utilize the inertial charac-
teristics of the anomaly score from a LLM to determine the prelim-
inary range of anomaly events.Then, we employ a Hidden Markov
Model (HMM) to infer the event state of each frame based on
the constructed Bi-CKG graph. Using forward reasoning, we deter-
mine event states in the chronological direction, while backward

reasoning infers states in the reverse direction. By integrating the
reasoning results from both directions, we derive the final event
state for each frame.

On the cloud side, we leverage the internal knowledge of LLMs
to construct and update the Bi-CKG graph. During the offline
phase, the LLM generates related event chains based on the video
scene and initialize a graph for each anomaly type. To establish
bidirectional association probabilities between events, we exploit
the internal knowledge of LLMs with a carefully designed choice-
based prompt. In the online phase, the LLM generates a new graph
based on key video frames from the edge and update the original
graph, enhancing its representation of scenarios in the video.

In addition, we propose SVAD, a new large-scale VAD dataset
that includes 10 anomaly types and 632 real-world videos. The
videos are collected from public resources and are manually anno-
tated with frame-level anomaly labels. Compared to existing VAD
datasets, SVAD provides more fine-grained annotations, greater
scene diversity, and is based on real-world scenarios. Our contri-
butions are:

• HoloTrace is the first system to leverage LLMs to construct
and update the Bi-CKG graph for the VAD task. By analyz-
ing events in the video and utilizing logical reasoning capa-
bilities, we enhance the accuracy of the VAD task.

• We construct SVAD, a new large-scale VAD dataset that in-
cludes 632 real-world videos and frame-level annotations.

• We propose event reasoning based on inertial characteris-
tics of anomaly event and HMM on the edge to comprehen-
sively determine the event state of each frame and provide
explainable anomaly detection results.

• We leverage the internal knowledge of LLMs to construct
the Bi-CKG graph using choice-based prompt design, and
update it with key events from real-world video frames for
better event understanding and reasoning.

2 Related Works
2.1 Video Anomaly Detection
Due to the sparsity of anomaly events and the limited availability
of training data, VAD methods are generally classified into three
types: unsupervised, fully-supervised, and weakly-supervised. Un-
supervised VAD is trained solely on normal videos to learn normal
patterns. In this category, reconstruction-based methods [6, 43, 53]
use generative models, e.g., autoencoders and diffusion models, to
reconstruct the original data and compute anomaly scores based
on the discrepancy between the original and reconstructed sam-
ples. Prediction-based methods [5, 24, 49] predict future frames us-
ing previous frames and determine anomaly scores based on the
difference between the predicted and actual frames. Some studies
[26, 42] also combine reconstruction and prediction approaches to
enhance model performance.

In contrast, fully-supervised and weakly-supervised VAD are
trained on both normal and anomaly videos. However, fully-
supervised VAD uses frame-level annotations, while weakly-
supervised VAD relies on video-level annotations. Since most ex-
isting large-scale VAD datasets only contain video-level annota-
tions, research on fully-supervised VAD [18, 57] is relatively lim-
ited. Most weakly-supervised VAD methods use Convolutional
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Neural Networks (CNNs) and adopt the Multiple Instance Learn-
ing (MIL) framework [40] for training. MIL improves anomaly de-
tection accuracy by dividing videos into multiple segments and
classifying them based on video-level labels. Recently, researchers
have also explored integrating attention mechanisms [29, 44] and
Graph Neural Networks (GNNs) [3] to enhance the detection ac-
curacy and robustness of weakly-supervised VAD.

2.2 Casual Knowledge Graph
Knowledge graphs aim to leverage logical associations between
entities to address problems and have demonstrated effectiveness
in tasks such as question answering [15] and information extrac-
tion [36]. Traditional knowledge graphs integrate entities and their
relationships within a structured graph. Causal knowledge graphs
extend this concept by incorporating probabilistic information into
the logical rules governing entity interactions. Nesen et al. [31]
represent objects and relationships within a knowledge graph and
compute semantic similarity among video objects to detect anom-
alies with significant semantic deviations. Chen et al. [4] decou-
ple scenes and actions in videos, explicitly modeling their relation-
ships using a knowledge graph to enable human behavior anomaly
detection.

2.3 Large Language Model
Pretrained LLMs have demonstrated exceptional performance in
natural language processing and have excelled in downstream
tasks such as logical reasoning [7] and text comprehension [51].
Building on LLMs, vision-language models (VLMs) [25, 45, 48]
showcase strong visual understanding capabilities. Recently, LLMs
have been explored for intelligent knowledge graph generation
and the VAD task. Yun et al. [55] leverage LLMs to automatically
generate task-specific knowledge graphs and integrate them with
multi-modal GNNs for VAD. Yang et al. [52] employ LLMs for rule-
based reasoning, using inductive rules derived from a small set of
normal samples to identify anomalies through a combination of
induction and deduction. Zanella et al. [56] integrate LLMs and
VLMs, utilizing generated textual descriptions of video frames and
cross-modal similarity for anomaly scoring.

3 SVAD Dataset
In this section, we introduce SVAD, a new large-scale VAD dataset
with frame-level annotations. The SVAD dataset contains 632 real-
world surveillance videos and covers 10 types of anomaly behav-
iors, including abuse, arson, burglary, car accident, fighting, jump-
ing the red light, robbery, shooting, slip, and vandalism.These anom-
aly types were selected because they frequently occur in real life
and have a significant impact on public safety.

3.1 Video Collection
The videos in SVAD are collected from three public resources.
We first selected high-quality surveillance videos from the UCF-
Crime dataset [40] and trimmed them to ensure that the content
of each video is continuous. UCF-Crime is a large-scale video
dataset for anomaly detection, but it only provides video-level la-
bels. Next, we searched for each type of anomaly video on Google

[13] and Douyin [8] using corresponding keywords (e.g., “surveil-
lance video abuse”, “surveillance video fight”). After manually fil-
tering out videos that did not meet the requirements or were of
low quality, we collected a total of 632 videos, amounting to over
9 hours of footage. Among them, 192 videos are from UCF-Crime,
394 videos are from Google search, and 46 videos are from Douyin.

3.2 Frame-level Annotation
Unlike existing large-scale VAD datasets, which only contain
video-level annotations, we performed frame-by-frame annotation
on all the collected videos.The annotation process consists of three
steps: (i) Step 1: We manually label the boundaries of anomaly
events in each video as a rough estimation. Note that each anomaly
video contains only one type of anomaly; (ii) Step 2: We selected
multiple frames (≥20) near the manually determined boundaries
and used GPT-4o [16] to assess whether each frame was abnormal;
(iii) Step 3:Wemanually review frames that exhibit inconsistencies
between the VLM’s assessment and the initial manual judgment,
producing the final annotated dataset. We divide the SVAD dataset
into a training set and a test set. The training set consists of 69 nor-
mal videos and 444 anomaly videos, while the test set contains 18
normal videos and 101 anomaly videos.

3.3 Comparison with Existing Datasets
To highlight the advantages of SVAD, we compare it with other
widely used VAD datasets containing frame-level annotations in
Table 1. Overall, SVADoffers three key advantages: (i) It features di-
verse, real-world video scenes, enabling the development of more
robust and reliable VAD approaches; (ii) It consists of full videos,
allowing models to leverage temporal context for more accurate
anomaly detection; (iii) Among datasets with frame-level annota-
tions, SVAD is the largest with the highest number of frames.

Table 1: Comparison of SVAD with other VAD datasets.

Dataset Real
World

Scene
Diversity Type #Frames #Videos

UCSD PED1 [47] 3 low Image 14,000 70
UCSD PED2 [47] 3 low Image 4,560 28
CUHK Avenue [27] 3 low Video 30,652 37
Subway Entrance [2] 3 low Video 136,524 1
Subway Exit [2] 3 low Video 72,401 1
UBnormal [1] 7 high Video 236,902 543
ShanghaiTech [28] 3 middle Video 317,398 437
SVAD (Ours) 3 high Video 1,391,566 632

4 HoloTrace: System Design
4.1 Overview
The system overview of HoloTrace is depicted in Fig. 2, which con-
sists of causal event inference and adaptive frame transmission at
the edge, as well as dynamic Bi-CKG graph construction and up-
date in the cloud.

Edge Side. Given a video frame, we first compute the cosine
similarity between the frame feature and the anomaly-related key-
word feature. Based on the computed similarity, the Inertial Event
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Figure 2: The system overview of HoloTrace.

Reasoning (IER) module generates a preliminary boundary for the
anomaly event. Subsequently, we calculate the cosine similarity
between the frame feature and the features of all events in the
constructed Bi-CKG graph at the edge. Based on the causal re-
lationships in the Bi-CKG graph, the HMM Bidirectional Reason-
ing (HBR) module refines the preliminary boundaries. After de-
termining the range of the anomaly event at the edge, multiple
frames around the boundary of the anomaly event are selected for
transmission to the cloud. The frame selection process considers
the event variety of the video, bandwidth consumption, and cloud
workload. The transmitted frames are used to update the Bi-CKG
graph on the cloud and improve the anomaly detection results.

Cloud Side. After receiving the selected frames on the cloud, a
VLM is used to determine whether each frame is abnormal or not.
The anomaly detection results are then analyzed to identify anom-
aly boundaries (i.e., a left or right border). If a boundary is missing
in the received frames, the edge device is requested to send addi-
tional frames until the boundary is found. Otherwise, the descrip-
tions of all frames are summarized into an event description and
used by the Bi-CKG Builder for online graph updating.The Bi-CKG
Builder operates in an offline mode and an online mode.

In offline mode, the LLM first extracts anomaly-related key-
words from a user query, and the VLM generates scene descrip-
tions based on randomly sampled frames from the edge. Then,
based on the anomaly-related keywords and scene descriptions,
the LLM generates multiple anomaly event chains. By leveraging
the reasoning capabilities of the LLM and choice-based prompts, a
knowledge graph with bidirectional probabilities for the anomaly
event is constructed. In onlinemode, the LLM extracts event chains
from the summarized event descriptions and updates the existing
Bi-CKG graph. By incorporating anomaly events from real-world
scenarios, the graph is dynamically updated.

4.2 Dynamic Bi-CKG Building
4.2.1 Bi-CKG Graph Definition. Before introducing the details of
Bi-CKG graph, we define the concepts and notations that will be
used throughout the paper. Formally, the Bi-CKG graph is defined
as a symmetric directed graph 𝐺, composed of a set of connected
nodes, and each graph corresponds to a specific anomaly type.
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Figure 3: An example Bi-CKG graph 𝐺.

Specifically, 𝐺 = {𝑉 , 𝑅}, where 𝑉 represents the set of nodes, and
𝑅 is the set of edges. An example Bi-CKG graph is shown in Fig. 3.

In HoloTrace, each node 𝑉𝑖 ∈ 𝑉 corresponds to a specific event
(e.g., node 4 represents the event “Pedestrian crosses street”). Based
on its relevance to the anomaly type, a node can be categorized as
either a normal node or an anomaly node. For two events 𝑉𝑖 and 𝑉𝑗
(𝑖 < 𝑗) occurring in chronological order (i.e., 𝑉𝑖 happens before 𝑉𝑗 ),
the edge 𝑅𝑖𝑗 denotes the probability that 𝑉𝑖 leads to 𝑉𝑗 , referred to
as the forward probability. Conversely, the edge 𝑅𝑗𝑖 represents the
probability that 𝑉𝑖 has occurred given that 𝑉𝑗 is observed, known
as the backward probability.

In the Bi-CKG graph, self-loops are allowed, meaning a node can
connect to itself (i.e., 𝑖 = 𝑗). In this case, the forward and backward
probabilities are identical, i.e., the self-loop probability (default 0.1).
This probability indicates the likelihood of an event persisting over
time. During the construction and updating of the graph, we nor-
malize both the forward and backward probabilities within 𝐺 to
ensure they satisfy Theorem 1 and Theorem 2.

TheoRem 1 (FoRwaRd PRobability Sum). In a Bi-CKG graph 𝐺,
for any node 𝑖, the sum of all forward probabilities satisfies:

∑
𝑗≥𝑖

𝑅𝑖𝑗 = 1.

TheoRem 2 (BacKwaRd PRobability Sum). In a Bi-CKG graph
𝐺, for any node 𝑗, the sum of all backward probabilities satisfies:

∑
𝑖≤𝑗

𝑅𝑗𝑖 = 1.
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For ease of discussion, in the remainder of this section, we
denote the causal association between two events in a graph as
⟨𝑉𝑐 , 𝑉𝑒 , 𝐼𝑓 , 𝐼𝑏⟩. Here, 𝑉𝑐 represents the preceding event, 𝑉𝑒 denotes
the subsequent event, 𝐼𝑓 indicates the forward probability, and 𝐼𝑏
represents the backward probability. The preceding event occurs
before the subsequent event in a given pair of events.

To construct and update the Bi-CKG graph, we designed the Bi-
CKG Builder, an overview of which is shown in Fig. 4. It consists of
two phases: an offline phase for graph construction and an online
phase for graph updating. We describe each phase in detail below.

4.2.2 Offline Phase. Themain goal of the offline phase is to initial-
ize the Bi-CKG graph 𝐺 using the user query and frames from the
edge device. First, given a user query in natural language, an LLM
extracts the anomaly-related keyword. For example, for the query
“Is there a robbery in the video?”, HoloTrace extracts the keyword
“Robbery”. Next, 𝑘 (𝑘 = 5) recent frames are randomly selected
to better understand the scene. Specifically, a VLM extracts scene
descriptions from each frame, and the LLM then summarizes the
descriptions of the 𝑘 frames to generate an overall description of
the video’s scene.

Based on the anomaly-related keyword and the overall scene
description, the LLM generates all possible anomaly event chains.
For example, two generated anomaly event chains for “robbery”
could be “Enter store → Threaten cashier → Demand money” and
“Enter store → Browse items → Show weapon → Collect cash.”
These event chains are then used to construct the Bi-CKG graph,
where nodes represent extracted events, and edges represent the
association relationships between events.

However, the forward and backward probabilities for each edge
remain unknown. To address this, we categorize the nodes into
two types. For nodes with only one preceding event (e.g., Node 4
in Fig. 3) or one subsequent event (e.g.,Node 6 in Fig. 3),Theorem 1
andTheorem 2 allow us to directly set the corresponding backward
or forward probability to 0.9, considering that the self-loop prob-
ability is 0.1. For the remaining nodes, we design a choice-based
prompt that leverages the reasoning capabilities of the LLM to gen-
erate the probabilities.

Specifically, we include the overall scene description in the
prompt and ask the LLM to answer a question in the format: “If
<event> occurs, which event from the following list is most likely
to happen?” To determine the forward probability 𝐼𝑓 , we replace
“<event>” with the preceding event and label all possible subse-
quent events with numbers for the LLM to choose from. Once the
LLM generates a response, we retrieve the logits for all subsequent

events and normalize them to obtain the forward probability for
each event. Similarly, to determine the backward probability 𝐼𝑏 , we
replace “<event>” with the subsequent event and label all possible
preceding events with numbers for the LLM to choose from. After
generating both probabilities, the complete Bi-CKG graph, includ-
ing forward and backward probabilities, is finalized.

Additionally, for object-based anomalies (e.g., a biker appearing
on the pedestrian sidewalk in the UCSD PED2 dataset [47]), con-
structing an event chain with relevant events may be challenging.
In such cases, the event chain can be simply defined as “no <anom-
aly_object> → <anomaly_object> occurs.” All other operations re-
main the same.

4.2.3 Online Phase. To better align the knowledge in the Bi-CKG
graph with the video content, we update the offline Bi-CKG graph
using selected video frames from the edge. This section describes
the graph updating process, while the frame selection process is
clarified in Section §4.4.

Specifically, given a set of selected frames, the VLM first gen-
erates a description for each frame. Unlike the scene description
in the offline phase, the description generated in the online phase
focuses more on the events occurring within the frames. Then, an
LLM is used to summarize the event descriptions of all frames and
generate an event chain. Based on this event chain, we construct a
local Bi-CKG graph 𝐺′ following the steps outlined in the offline
phase. Finally, we integrate this local graph 𝐺′ into the initial Bi-
CKG graph 𝐺 to produce the updated Bi-CKG graph.

Denote the probability of the event pair ⟨𝑉𝑐 , 𝑉𝑒⟩ in the original
graph 𝐺 as ⟨𝐼𝑓 , 𝐼𝑏⟩, and the probability of the same event pair in
𝐺′ as ⟨𝐼 ′𝑓 , 𝐼 ′𝑏 ⟩. The probability in 𝐺 is then updated as follows:

𝐼𝑓 ← 𝛼𝐼 ′𝑓 + (1 − 𝛼)𝐼𝑓 ,
𝐼𝑏 ← 𝛼𝐼 ′𝑏 + (1 − 𝛼)𝐼𝑏 ,

(1)

where 𝛼 controls the updating ratio. In this step, existing event
pairs are updated, and new event pairs are inserted into the origi-
nal graph𝐺. After the forward and backward probabilities aremod-
ified, they are also normalized to ensure that Theorem 1 and Theo-
rem 2 are always satisfied.

4.3 Casual Event Inferring
Due to the limited network resources on the edge device, upload-
ing each frame to the cloud for anomaly detection is impractical.
To address this issue, we design an Event Inferrer to perform pre-
liminary anomaly analysis on the edge. The Event Inferrer con-
sists of two main components: Inertial Event Reasoning (IER) and
HMM Bidirectional Reasoning (HBR). IER uses the similarity be-
tween anomaly keywords and video frames for preliminary anom-
aly identification, while HBR refines the anomaly detection results
by leveraging the Bi-CKG graph.

4.3.1 Inertial Event Reasoning. Anomaly events in a video typi-
cally last for a certain period of time. For example, a slip may last
for a few seconds, while a fight may last for several minutes. Gen-
erally, the beginning and ending frames of an anomaly event have
lower anomaly scores compared to the frames in the middle. In
practice, we find that the overall trend of the anomaly score for an
anomaly event is to rise initially, remain stable, and then decrease,
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which we refer to as the “inertia” of the anomaly event. In this sec-
tion, we exploit the inertial characteristics of anomaly events for
preliminary anomaly detection on the edge.

First, we use the text encoder from the pretrained CLIP [37] to
extract features 𝜉𝑇 for the anomaly-related keywords discussed in
Section §4.2.2. Given a video frame, we then use the image encoder
from CLIP to extract image features 𝜉𝐼 . Based on the image fea-
ture of a video frame and the text feature of the anomaly-related
keyword, we calculate the cosine similarity between them as the
anomaly score 𝑆, i.e.,

𝑆 = 𝜉⊤𝑇 𝜉𝐼
‖𝜉𝑇 ‖2 ⋅ ‖𝜉𝐼 ‖2

, (2)

where 𝑆 ∈ [0, 1] and a higher 𝑆 indicates that the frame is more
likely to be part of an anomaly event.

To leverage the inertial characteristics of anomaly events, we ap-
ply Exponential Moving Average (EMA) smoothing to the anom-
aly score 𝑆 and normalize it to obtain the smoothed anomaly score
𝑆′. Subsequently, we calculate the difference in anomaly scores be-
tween 𝑆′𝑛 and 𝑆′𝑛−1, denoted as diff ∈ [−1, 1]. To determine the
start and end of an anomaly event, we define an ascending win-
dow 𝑤𝑎 ∈ ℕ+, a holding window 𝑤ℎ ∈ ℕ+, a descending window
𝑤𝑑 ∈ ℕ+, and an anomaly threshold thresh ∈ ℝ.

If, in a set of video frames, the condition |{𝑖 ∣ diff𝑖 > 0}| > 𝑤𝑎
and |{𝑖 ∣ diff𝑖 < 0}| < 𝑤𝑑 are satisfied, these frames are considered
to be in the ascending phase. At the same time, the first ascending
frame 𝑠 is recorded. During the ascending phase, if for all 𝑗 ∈ {𝑖, 𝑖 +
1, … , 𝑖+𝑤ℎ−1}, 𝑆′𝑗 > thresh holds, then 𝑠 is considered the starting
frame of an anomaly event.

The procedure for determining the end position of an anom-
aly event is similar. If, in a set of video frames, the condition
|{𝑖 ∣ diff𝑖 < 0}| > 𝑤𝑑 and |{𝑖 ∣ diff𝑖 > 0}| < 𝑤𝑎 are satisfied, these
frames are considered to be in the descending phase. At the same
time, the first descending frame 𝑒 is recorded. During the descend-
ing phase, if for all 𝑗 ∈ {𝑖, 𝑖 + 1, … , 𝑖 + 𝑤ℎ − 1}, 𝑆′𝑗 < thresh holds,
then 𝑒 is considered the ending frame of an anomaly event. Finally,
we take ⟨𝑠, 𝑒⟩ as the initial positions of the anomaly event.

4.3.2 HMM Bidirectional Reasoning. Based on the preliminary
start and end positions ⟨𝑠, 𝑒⟩ of the anomaly event obtained from
the previous section, we further leverage the Bi-CKG graph to in-
fer 𝑇 frames near the boundaries to locate the accurate start and
end positions of the anomaly event.

Specifically, the edge device maintains a Bi-CKG graph 𝐺 from
the cloud for the corresponding anomaly type. Then, we extract
all the events 𝑉 = {𝑉1, 𝑉2, … , 𝑉𝑛}. Next, a pretrained CLIP model
is used to encode the text of each event. Using the same approach
as in IER, we calculate the cosine similarity between a given frame
and the text features of all events. After that, we obtain the nor-
malized event scores 𝑆𝑡 = {𝑆1𝑡 , 𝑆2𝑡 , … , 𝑆𝑛𝑡 }, where 𝑆𝑛𝑡 represents the
similarity score between event 𝑉𝑛 and the 𝑡-th video frame.

In Section §4.2.1, we defined the forward probability 𝑅𝑖𝑗 and
backward probability 𝑅𝑗𝑖 (𝑖 < 𝑗). For the 𝑖-th node and the 𝑡-th
frame, we define a state probability 𝐵𝑖𝑡 , which represents the prob-
ability that the 𝑡-th frame belongs to the 𝑖-th event. Given a set of 𝑇
frames, we leverage the causal relationships in the Bi-CKG graph

to obtain the state probability 𝐵𝑖𝑡 , where 𝑡 ∈ [1, 𝑇 ]. Specifically, 𝐵𝑖𝑡
is calculated via forward reasoning and backward reasoning.

In forward reasoning, we define the forward state probability 𝛼 𝑖𝑡 ,
which represents the probability that the 𝑡-th frame belongs to 𝑖-th
event, based on the forward probability 𝑅𝑖𝑗 . The update process is

𝛼 𝑗𝑡+1 = [
𝑗
∑
𝑖=1

𝛼 𝑖𝑡𝑅𝑖𝑗]𝑆𝑗𝑡+1, 𝑗 = 1, 2, … , 𝑁 (3)

where 𝛼 𝑖1 = 𝐵𝑖1 ⋅ 𝐵𝑖1.
In backward reasoning, similarly, we define the backward state

probability 𝛽 𝑖𝑡 , which represents the probability that the 𝑡-th frame
belongs to the 𝑖-th event, based on the backward probability 𝑅𝑗𝑖.
The update process is

𝛽 𝑖𝑡 = [
𝑁
∑
𝑗=𝑖

𝛽 𝑗𝑡+1𝑅𝑗𝑖]𝑆 𝑖𝑡 , 𝑗 = 1, 2, … , 𝑁 (4)

where 𝛽 𝑗𝑇 = 𝐵𝑗𝑇 ⋅ 𝐵𝑗𝑇 .
By integrating the results from both forward and backward rea-

soning, the refined state probability 𝐵𝑖𝑡 , which represents the prob-
ability that the 𝑡-th frame belongs to the 𝑖-th event, is defined as

𝐵𝑖𝑡 = 𝛼 𝑖𝑡 ⋅ 𝛽 𝑖𝑡 (5)

For the 𝑡-th frame, we determine its associated event as the one
with the largest state probability, i.e., {𝑖′ ∣ 𝐵𝑖′𝑡 = max𝑖 𝐵𝑖𝑡 }. Based on
the normal and anomaly nodes in the Bi-CKG graph 𝐺, we refine
the preliminary anomaly boundaries from ⟨𝑠, 𝑒⟩ to ⟨𝑠′, 𝑒′⟩. We refer
to the refined detection result as HoloTrace-base.

4.4 Adaptive Frame Transmission
To update the Bi-CKG graph with real-world events in the video
and further improve anomaly detection accuracy using cloud com-
puting resources, we transmit frames of anomaly events from the
edge to the cloud. Transmitting more frames to the cloud for analy-
sis helps build a Bi-CKG graph that better fits real-world scenarios
and improves anomaly detection accuracy. However, this also in-
curs higher bandwidth overhead and cloud resource consumption.
To strike a balance between performance and resource consump-
tion, we design an adaptive frame transmission mechanism.

4.4.1 Frame Selection on the Edge. For the boundary 𝑠′ and 𝑒′ of
an anomaly event, we first select 𝛾 frames before and after the
boundary as the initial selection range {0, 1, … , 2𝛾 }. We then refine
this initial selection range to determine a start position 𝑟1 and an
end position 𝑟2, where 0 ≤ 𝑟1 < 𝛾 ≤ 𝑟2 ≤ 2𝛾 . The frames between
𝑟1 and 𝑟2 are transmitted to the cloud for analysis. In this process,
we send multiple frames around the beginning and ending of each
anomaly event, as these frames are the most critical for Bi-CKG
graph updating and anomaly event detection.

To improve the performance of anomaly detection, we define
the event coverage of a series of frames {𝑟1, … , 𝑟2} as 𝐶 , which
represents the variety of events in multiple frames. The larger
the event coverage, the more fully an anomaly event is described.
Specifically, the event coverage 𝐶(𝑟1, 𝑟2) is defined as:

𝐶(𝑟1, 𝑟2) = max
𝑡1∈[𝑟1 ,𝑟2]

𝐵𝑡1 − min
𝑡2∈[𝑟1 ,𝑟2]

𝐵𝑡2 , (6)
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where 𝐵𝑡 = max𝑖 𝐵𝑖𝑡 . To avoid excessive consumption of network
bandwidth and cloud resources, we define a bandwidth usage fac-
tor 𝑊(𝑟1, 𝑟2) and a cloud load factor 𝐿(𝑟1, 𝑟2) as:

𝑊(𝑟1, 𝑟2) = (1 + 𝑊𝑐
𝑊𝑚

) ⋅ (𝑟2 − 𝑟1 + 1),

𝐿(𝑟1, 𝑟2) = (1 + 𝐿𝑐
𝐿𝑚

) ⋅ (𝑟2 − 𝑟1 + 1).
(7)

where 𝑊𝑐 denotes the current bandwidth usage, 𝑊𝑚 denotes the
maximum available bandwidth, 𝐿𝑐 denotes the current cloud work-
load, and 𝐿𝑚 denotes the maximum cloud workload.

Our goal is to improve event coverage while minimizing the
consumption of bandwidth and cloud resources. In summary, the
frame selection problem at the edge can be formulated as:

max𝑟1 ,𝑟2
{𝜆1𝐶(𝑟1, 𝑟2) − 𝜆2𝑊(𝑟1, 𝑟2) − 𝜆3𝐿(𝑟1, 𝑟2)},

s.t. Eq.(6) − Eq.(7)
(8)

where 𝜆1, 𝜆2, 𝜆3 are the weighting factors. By leveraging linear pro-
gramming algorithms, we determine the frames {𝑟1, … , 𝑟2} to be
sent to the cloud for Bi-CKG graph updating.

4.4.2 Auxiliary Detection on the Cloud. Apart from being used
for Bi-CKG graph updating, the sent frames are also uti-
lized for auxiliary anomaly detection on the cloud. For each
anomaly event, we define a left border and a right bor-
der. Specifically, if five consecutive frames follow the pat-
tern “⟨normal, normal, anomaly, anomaly, anomaly⟩”, these five
frames are referred to as the left border of the anomaly event,
with the third frame serving as the start of the anomaly
event. Similarly, if five consecutive frames follow the pattern
“⟨anomaly, anomaly, anomaly, normal, normal⟩”, these five frames
are referred to as the right border of the anomaly event, with the
third frame determined as the end of the anomaly event.

Given a set of frames {𝑟1, … , 𝑟2} sent from the edge, we use a
VLM on the cloud to generate descriptions for each frame and then
determine whether they are abnormal using an LLM. Based on the
anomaly detection results on the cloud, we scan for a left border
and a right border. If either the left or right border is missing from
the sent frames, we further request the edge to send additional
frames to locate them. Once the target frames are identified, the
newly sent frames will be used for both Bi-CKG graph updating
and auxiliary detection.

5 Evaluation
5.1 Experimental Setup
5.1.1 Dataset. We conducted comparative experiments on two
datasets.UCSD PED2[20] is a frame-by-frame labeled dataset cap-
tured by fixed cameras on a sidewalk. It contains 28 video clips,
with 16 clips in the training set and 12 clips in the test set. SVAD is a
large-scale, frame-by-frame labeled surveillance video dataset con-
structed by us, containing 513 training videos and 119 test videos.

5.1.2 Evaluation Metric. To evaluate the anomaly detection per-
formance of HoloTrace, we use the area under the frame-level ROC
curve (i.e.,AUC) as the primary evaluationmetric. Additionally, we
also report the area under the frame-level precision-recall curve
(i.e., AP). Higher AUC and AP values indicate better performance.

5.1.3 Implementation. We use Cogvlm2 [14] as the VLM module
and GPT-4o (version 2024-08-06) [16] as the LLM module. Image
features are extracted using a frozen CLIP (ViT-L/14), and text fea-
tures are extracted using a frozen CLIP text encoder. For the edge
device, we use a Jetson Xavier NX (Ubuntu 18.04) [33] equipped
with 8GB of RAM. For the cloud device, we use a workstation with
seven TITAN RTX GPUs (Ubuntu 18.04).

5.2 Overall Performance
We compare HoloTrace with state-of-the-art methods, including
unsupervised methods [38, 46] and training-free methods [12, 22,
37, 52, 56]. To ensure a fair comparison, we re-implement all LLM-
based methods to use the same LLM configuration as HoloTrace.
The results are shown in Table 2.

From the results, we observe that HoloTrace achieves superior
performance compared to existing approaches. For example, on the
UCSD PED2 dataset, HoloTrace outperforms SD-MAE (the best-
performing unsupervised method) by 0.1% AUC and surpasses
AnomalyRuler (the best training-free method) by 1.4% AUC. It is
worth noting that SD-MAE is specifically trained on the corre-
sponding dataset, whereas HoloTrace operates in a training-free
manner, making SD-MAE inherently more advantageous. Anoma-
lyRuler achieves a 0.4% higher AP than HoloTrace, primarily due
to its use of stricter rule-based prompts for frame-level anomaly
detection, enabling finer discrimination at the cost of higher com-
putational complexity. On the SVAD dataset, HoloTrace achieves
81.4% AUC and 76.6% AP, outperforming all other baselines.

Table 2: Comparison of different VAD approaches.

Method Backbone UCSD PED2 SVAD
AUC (%) AP (%) AUC (%) AP (%)

Wang et al. [46] PWC-Net 94.2 N/A N/A N/A
SD-MAE[38] CvT 95.4 N/A N/A N/A
ZS CLIP[37] ViT 69.3 88.1 69.4 60.1
ZS IMAGEBIND[12] ViT 76.2 90.6 65.7 56.4
LLaVA-v1.5[22] ViT 65.6 87.0 60.8 53.0
AnomalyRuler[52] ViT 93.9 98.5 N/A N/A
HoloTrace-base (Ours) ViT 93.2 97.5 78.0 70.5
HoloTrace (Ours) ViT 95.5 98.1 81.4 76.6

5.3 Ablation study
5.3.1 Effectiveness of each proposed module. We evaluate differ-
ent variants of our proposed HoloTrace to verify the effectiveness
of the three modules: IER, HBR, and CAD. Table 3 shows the AUC
and AP of all HoloTrace variants. When CAD is enabled (Row 2),
HoloTrace shows improvements of 3.26%AUC and 1.17%AP on the
UCSD PED2 dataset, and improvements of 14.81% AUC and 14.21%
AP on the SVAD dataset. In Row 3, enabling HBR, i.e., leveraging
the association between events, leads to an improvement of 3.72%
in AUC and 1.56% in AP on the UCSD PED2 dataset, and a substan-
tial gain of 17.86% in AUC and 18.21% in AP on the SVAD dataset,
compared to when HBR is disabled. Finally, enabling all three mod-
ules yields the best performance, achieving an AUC of 95.46% and
AP of 98.07% on UCSD PED2, and an AUC of 81.36% and AP of
76.64% on SVAD.
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Table 3: Ablation study of each module.

Module UCSD PED2 SVAD
IER HBR CAD AUC (%) AP (%) AUC (%) AP (%)
3 7 7 89.44 95.91 60.16 52.28
3 7 3 92.70 97.08 74.97 66.49
3 3 7 93.16 97.47 78.02 70.49
3 3 3 95.46 98.07 81.36 76.64
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5.3.2 Effectiveness of Bidirectional Reasoning Mechanism. To in-
vestigate the impact of the bidirectional reasoning mechanism in
Bi-CKG graph, we test HBR using only forward reasoning, only
backward reasoning, and bidirectional reasoning on UCSD PED2
and SVAD.The results are shown in Table 4. It can be observed that
enabling only forward reasoning decreases the AUC and AP on the
UCSD PED2 dataset, while improving performance on the SVAD
dataset. This is because UCSD PED2 primarily includes object-
centric anomalies (e.g., bikers on pedestrian walkways), where
context from preceding events contributes little to detection. In
contrast, SVAD includes more action-centric anomalies (e.g., slip-
ping), which benefit significantly from temporal cues and features
of prior events, making forward reasoning more effective. In com-
parison, enabling only backward reasoning improves the accuracy,
as backward reasoning helps to identify anomalies by considering
the events leading up to a particular frame. Finally, enabling both
forward and backward reasoning for HBR achieves the best AUC
and AP on both datasets.

Table 4: Ablation study of bidirectional reasoning.

Direction UCSD PED2 SVAD
Forward Backward AUC (%) AP (%) AUC (%) AP (%)

7 7 89.44 95.91 60.16 52.28
3 7 86.42 94.56 61.86 53.88
7 3 91.70 96.93 66.88 60.94
3 3 93.16 97.47 78.02 70.49

5.3.3 Effectiveness of Online Bi-CKG Graph Updating. Fig. 5
shows the AUC under different iterations of online Bi-CKG graph
updating for four types of anomaly videos. It can be observed that
the AUC increases with more iterations of Bi-CKG graph updating.
This indicates that online updating of the graph using real-world
frames from the edge is critical for performance improvement.
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5.3.4 Effectiveness of Frame Selector. We first demonstrate the ra-
tionale behind frame selection based on event coverage. Fig. 6
shows the cumulative distribution function (CDF) of event cov-
erage across all videos from four selected anomaly types in the
SVAD dataset. As observed, the majority of videos (> 85%) exhibit
an event coverage greater than 0.5. Since event coverage reflects
the variety of events within a video, a higher coverage suggests
a greater need for selecting critical frames to ensure effective and
comprehensive analysis.

Fig. 7 further illustrates the trace of frame selection rate un-
der varying bandwidth constraints. As shown, the frame selection
rate dynamically adjusts over time in response to bandwidth fluc-
tuations. Under higher bandwidth conditions, HoloTrace adopts a
higher frame selection rate to make full use of the available band-
width for enhanced anomaly detection and Bi-CKG updating on
the cloud. This adaptive behavior is attributed to the integration of
bandwidth modeling into the frame selection strategy (Eq. (8)).

Finally, Fig. 8 shows the variation of GPU usage on the cloud
over time, where the maximum available GPU resource is capped
at 50% during the frame selection decision process (Eq. (8)). As
observed, the GPU usage fluctuates dynamically but consistently
stays below the 50% threshold, as intended.

6 Conclusion
In this work, we propose HoloTrace, a novel system that lever-
ages a bidirectional knowledge graph generated by the LLM for
video anomaly detection. HoloTrace employs an edge-cloud col-
laborative architecture: the edge identifies anomaly events using
IER and HBR, then transmits critical frames to the cloud for aux-
iliary detection; the cloud is responsible for constructing and up-
dating the Bi-CKG graph with real-world events. To address the
limitations of existing VAD datasets, we also develop a large-scale
VAD dataset, SVAD, with frame-level annotations. Extensive ex-
periments on both SVAD and existing datasets demonstrate that
HoloTrace outperforms state-of-the-art approaches.
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